
FACTORIZATION INVARIANTS OF THE ADDITIVE STRUCTURE
OF EXPONENTIAL PUISEUX SEMIRINGS

HAROLD POLO

Abstract. Exponential Puiseux semirings are additive submonoids of Q≥0 gener-
ated by almost all of the nonnegative powers of a positive rational number, and
they are natural generalizations of rational cyclic semirings. In this paper, we in-
vestigate some of the factorization invariants of exponential Puiseux semirings and
briefly explore the connections of these properties with semigroup-theoretical invari-
ants. Specifically, we provide exact formulas to compute the catenary degrees of
these monoids and show that minima and maxima of their sets of distances are al-
ways attained at Betti elements. Additionally, we prove that sets of lengths of atomic
exponential Puiseux semirings are almost arithmetic progressions with a common
bound, while unions of sets of lengths are arithmetic progressions. We conclude by
providing various characterizations of the atomic exponential Puiseux semirings with
finite omega functions; in particular, we completely describe them in terms of their
presentations.

1. Introduction

In a unique factorization domain (or UFD) we can write a nonzero nonunit element
as a product of finitely many atoms (i.e., irreducibles) and such a representation is
unique up to order and units. By relaxing this property, we obtain two larger classes
of integral domains that we call atomic and half-factorial following Cohn [15] and
Zaks [45], respectively. An integral domain is atomic provided that every nonzero
nonunit factors into atoms, while an atomic domain is half-factorial (or HFD) if any two
factorizations of a nonunit element have the same length. Factorization theory studies
how far is an atomic domain from being either a UFD or an HFD, and several invariants
have been introduced to quantify this deviation (see, for example, [14, 22, 29, 44]). In
1992, Halter-Koch [40] expanded the scope of factorization theory to the more general
(and still suitable) class of cancellative and commutative monoids.

Puiseux monoids (i.e., additive submonoids of Q≥0) are natural generalizations of
numerical monoids, and they have been used as an important source of examples in
factorization theory. For instance, Coykendall and Gotti [17] utilized Puiseux monoids
to partially answer a question posed by Gilmer almost forty years ago in [34, page 189],
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while Geroldinger et al. [24] found, in the class of Puiseux monoids, the first example
of an atomic primary monoid with irrational elasticity ( [24, Example 4.3]). Computa-
tions of factorization invariants are highly tractable in the context of finitely generated
monoids (see [20] and references therein); however, computations are usually ardu-
ous for their non-finitely generated counterparts. For example, completely describing
the sets of lengths of certain Puiseux monoids is as hard as solving the Goldbach’s
conjecture ( [36, Section 6]).

Some additive submonoids of R≥0 have dyadic monoidal structures in the sense that
they contain 1, the multiplicative identity, and are also closed under multiplication.
These monoids, called positive semirings, have motivated much interest lately. In [16],
the authors studied atomic properties of the additive structure of the positive semiring
N0[α] = {f(α) | f(X) ∈ N0[X]}, where α is a nonzero real number, while the elasticity
and delta set of N0[τ ], where τ is a quadratic integer, were explored in [8]. Furthermore,
Baeth et al. [4] investigated the dual nature of atomicity in the context of positive
semirings using a methodology introduced in [2]. Finally, the factorization invariants
of the additive structure of rational cyclic semirings (i.e., Puiseux monoids generated
by the nonnegative powers of a positive rational number) were thoroughly described
in [12], while the arithmetic of their multiplicative structure was considered in [5].

The class of atomic rational cyclic semirings is one of the rare classes of non-finitely
generated monoids for which we can provide detailed descriptions for many of their
factorization invariants, and various generalizations of this class (e.g., [1, 16, 43]) have
been scrutinized to gain insight about the atomic structure and factorization invariants
of positive monoids (i.e., additive submonoids of the nonnegative cone of the real line).
In [1], Albizu-Campos et al. studied the atomic properties of exponential Puiseux
semirings, that is, Puiseux monoids generated by almost all of the nonnegative powers
of a positive rational number. The purpose of the present article is to show that atomic
exponential Puiseux semirings retain some of the nice factorization properties of atomic
rational cyclic semirings.

We start by introducing the necessary background and notation to follow our exposi-
tion. In Section 3, we describe the R-classes of atomic exponential Puiseux semirings,
which allows us to compute their catenary degrees. Additionally, we show that the
minimum and maximum of ∆(M) are attained at Betti elements for every atomic ex-
ponential Puiseux semiring M . Then, in Section 4, we investigate the sets of lengths
of these monoids. To be precise, we prove that if M is a nontrivial atomic exponential
Puiseux semiring then there exists B ∈ N such that every L ∈ L(M) is an AAP with
difference min ∆(M) and bound B, while for each k ∈ N• the set Uk(M) is an arith-
metic sequence with difference min ∆(M). We conclude by offering, in the last section,
several characterizations of atomic exponential Puiseux semirings with finite omega
functions; in particular, we completely describe them in terms of their presentations.
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2. Fundamentals

We now present the concepts and notation related to our exposition. Reference
material on non-unique factorization theory can be found in the monograph [26] by
Geroldinger and Halter-Koch.

2.1. Notation. Let N denote the set of nonnegative integers, and let P denote the set
of prime numbers. Additionally, if X is a subset of the rational numbers then we set
X := X ∪ {∞} and X<q := {x ∈ X | 0 ≤ x < q}; we define X≤q, X>q, and X≥q in
a similar way. For a positive rational number r = n/d with n and d relatively prime
positive integers, we call n the numerator and d the denominator of r, and we set
n(r) := n and d(r) := d. For nonnegative integers k and m, we denote by Jk,mK the
set of integers between k and m, i.e.,

Jk,mK := {s ∈ N | k ≤ s ≤ m} .

Given L,L1, . . . , Ln ⊆ Z, we denote by L1 + · · · + Ln the set {l1 + · · ·+ ln | li ∈ Li}
and, for l ∈ Z, we set l + L := {l}+ L.

2.2. Exponential Puiseux Semirings. Unless we specify otherwise, a monoid is
defined to be a semigroup with identity that is cancellative, commutative, and reduced
(i.e., its only invertible element is the identity) and, throughout this paper, we use
additive notation for monoids. Now let M be a monoid. We denote by A(M) the
set consisting of elements a ∈ M• := M \ {0} satisfying that if a = x + y for some
x, y ∈ M then either x = 0 or y = 0; the elements of this set are called atoms. For a
subset G ⊆ M , we denote by 〈G〉 the smallest submonoid of M containing G, and if
M = 〈G〉 then it is said that G is a generating set of M . A monoid M is atomic if
M = 〈A(M)〉. For x, y ∈M , it is said that x divides y if there exists x′ ∈M such that
y = x+ x′ in which case we write x |M y and drop the subscript whenever M = (N,×).
A subset I of M is an ideal of M provided that I + M ⊆ I. An ideal I is principal
if I = x + M for some x ∈ M . Furthermore, it is said that M satisfies the ascending
chain condition on principal ideals (or ACCP) if every increasing sequence of principal
ideals of M eventually stabilizes.

A numerical monoid S is an additive submonoid of N whose complement in N is
finite; the greatest integer that is not an element of S is called the Frobenius number
of S and is denoted by F (S). It is well known that numerical monoids are always
finitely generated and, therefore, atomic. An introduction to numerical monoids can
be found in [21]. On the other hand, Puiseux monoids are additive submonoids of Q≥0,
so they are natural generalizations of numerical monoids. The factorization invariants
of these monoids have received considerable attention during the past five years (see,
for instance, [36, 38, 39]). A particularly captivating class of Puiseux monoids is the
one consisting of monoids generated by the nonnegative powers of a positive rational
number. These monoids, called rational cyclic semirings, were first considered in [37],
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and a detailed description of their factorization invariants was provided in [12]. See [13]
for a friendly survey about Puiseux monoids.

Definition 2.1. Take r ∈ Q>0 and let S be a numerical monoid. We let Mr,S denote
the monoid

Mr,S :=
〈
rk | k ∈ S

〉
,

which we call exponential Puiseux semiring. For n ∈ N, we denote by sn the (n+ 1)th
smallest element of S and set δn := sn+1 − sn.

With notation as in Definition 2.1, if r is a positive integer then we say that Mr,S

(which is just N) is the trivial exponential Puiseux semiring. By virtue of [1, Proposi-
tion 5.1], the monoid Mr,S is, in fact, a positive semiring (i.e., an additive submonoid
of the real line containing 1 and closed under multiplication). Clearly, exponential
Puiseux semirings are generalizations of rational cyclic semirings, and most of them
are atomic as the next proposition indicates.

Proposition 2.2. [1, Proposition 3.7] Let Mr,S be a nontrivial exponential Puiseux
semiring. The following statements hold.

(1) If n(r) > 1 and d(r) > 1 then Mr,S is atomic and A(Mr,S) = {rs | s ∈ S}.
(2) If n(r) = 1 and d(r) > 1 then Mr,S is not atomic and A(Mr,S) = ∅.

2.3. Factorizations. For the rest of the section, let M be an atomic monoid. The
factorization monoid of M , denoted by Z(M), is the free (commutative) monoid on
A(M). The elements of Z(M) are called factorizations, and if z = a1 + · · ·+an ∈ Z(M)
for a1, . . . , an ∈ A(M) then it is said that the length of z, denoted by |z|, is n. We
assume that the empty factorization has length 0. The unique monoid homomorphism
π : Z(M) → M satisfying that π(a) = a for all a ∈ A(M) is called the factorization
homomorphism of M . For each x ∈M , there are two important sets associated to x:

ZM(x) := π−1(x) ⊆ Z(M) and LM(x) := {|z| : z ∈ ZM(x)},

which are called the set of factorizations of x and the set of lengths of x, respectively;
we drop the subscript whenever the monoid is clear from the context. Note that
L(0) = {0}. Additionally, the system of sets of lengths of M is defined by

L(M) := {L(x) | x ∈M}.

See [23] for a survey on sets of lengths. It is said that M is a finite factorization monoid
(or an FFM) if Z(x) is nonempty and finite for all x ∈ M . Similarly, M is a bounded
factorization monoid (or BFM) if L(x) is nonempty and finite for all x ∈ M . We say
that an element x ∈M divides a factorization z ∈ Z(M) provided that x divides π(z)
in M .
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2.4. Presentations and Betti Elements. Let σ be a subset of M ×M . Then we
set

σt := {(s+ x, r + x) | (s, r) ∈ σ and x ∈M}.
On the other hand, we let σe denote the smallest (under inclusion) equivalence relation
on M containing σ. The relation σ on M is called a congruence provided that σ is an
equivalence relation satisfying that σt = σ. The congruence generated by σ, denoted
by σ], is the smallest (under inclusion) congruence on M containing σ.

Proposition 2.3. [41, Proposition 1.5.9] If M is a monoid and ρ ⊆ M ×M then
ρ] = (ρt)e.

Let ψ : M → M ′ be a monoid homomorphism. Then kerψ := {(a, b) ∈ M ×M |
ψ(a) = ψ(b)} is called the kernel congruence of M with respect to ψ. The kernel
congruence of the factorization homomorphism π : Z(M) → M is denoted by ∼M . If
ρ ⊆ Z(M)×Z(M) generates ∼M in the sense that ∼M is the smallest (under inclusion)
congruence of Z(M) containing ρ then it is said that ρ is a presentation of M .

Given two factorizations z =
∑

a∈A(M) αaa and z′ =
∑

a∈A(M) βaa in Z(x), we set

gcd(z, z′) :=
∑

a∈A(M) min(αa, βa)a and d(z, z′) := max{|z|, |z′|} − | gcd(z, z′)|. For

x ∈ M and z, z′ ∈ Z(x), a connecting chain of factorizations or, simply, a connecting
chain from z to z′ is an ordered chain of factorizations z = z1, . . . , zn = z′ ∈ Z(x) such
that gcd(zi, zi+1) ∈ Z(M)• for each i ∈ J1, n − 1K. Now consider the binary relation
R on Z(M) defined as follows: (z, z′) ∈ R if there exists a connecting chain from z
to z′. Evidently, R ⊆ kerπ. Given x ∈ M , we denote by Rx the set consisting of all
R-classes of Z(x), and x is called a Betti element of M provided that |Rx| > 1. The
set of Betti elements of M is denoted by Betti(M).

3. Betti Elements, Catenary Degrees, and Sets of Distances

Several papers have been devoted to study the catenary degree (see definition below)
in atomic monoids (e.g., [9, 11, 25, 32]). However, exact formulas to calculate this
invariant are hard to come by, even in the context of finitely generated monoids.

Definition 3.1. Let M be an atomic monoid, and let x be an element of M .

(1) For n ∈ N, a finite sequence z1, . . . , zk ∈ Z(x) is called an n-chain of factoriza-
tions connecting z1 with zk if d(zi, zi+1) ≤ n for each i ∈ J1, k − 1K.

(2) The catenary degree of x, denoted by c(x), is the smallest n ∈ N for which any
two factorizations in Z(x) are connected through an n-chain.

(3) The catenary degree of M, denoted by c(M), is defined by c(M) := sup{c(x) |
x ∈M}.

In this section, we describe the R-classes of nontrivial atomic exponential Puiseux
semirings. This will allow us to compute their catenary degrees via [42, Corollary 9],
an approach considerable different than that adopted in [12, Corollary 3.4] to compute
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the catenary degrees of atomic rational cyclic semirings. But first let us collect two
technical lemmas; the first one was borrowed from [1] (Lemma 3.8), and the second
one is its counterpart for the case where r > 1.

Lemma 3.2. [1, Lemma 3.8] Let x be a nonzero element of an atomic exponential
Puiseux semiring Mr,S with r ∈ Q<1, and consider a factorization z =

∑n
i=0 cir

si ∈
Z(x) with coefficients c0, . . . , cn ∈ N. The following conditions hold.

(1) min L(x) = |z| if and only if ci < d(r)δi−1 for each i ∈ J1, nK.
(2) There exists exactly one factorization zmin ∈ Z(x) of minimum length.
(3) max L(x) = |z| if and only if ci < n(r)δi for each i ∈ J0, nK.
(4) There exists, at most, one factorization zmax ∈ Z(x) of maximum length.
(5) If ci < n(r) for every i ∈ J0, nK then |Z(x)| = 1.

Lemma 3.3. Let x be a nonzero element of an atomic exponential Puiseux semiring
Mr,S with r ∈ Q>1 \ N, and consider a factorization z =

∑n
i=0 cir

si ∈ Z(x) with
coefficients c0, . . . , cn ∈ N. The following conditions hold.

(1) min L(x) = |z| if and only if ci < n(r)δi for each i ∈ J0, nK.
(2) There exists exactly one factorization zmin ∈ Z(x) of minimum length.
(3) max L(x) = |z| if and only if ci < d(r)δi−1 for each i ∈ J1, nK.
(4) There exists exactly one factorization zmax ∈ Z(x) of maximum length.
(5) If ci < d(r) for every i ∈ J0, nK then |Z(x)| = 1.

Proof. The proofs of (1), (2), (3), and (4) are left to the reader as they mimick the
proof of the corresponding parts of [12, Lemma 3.2]. And (5) readily follows from (1)
and (3). �

For the rest of the paper we assume, without explicitly mentioning, that given an
element x in an atomic exponential Puiseux semiring Mr,S, the set Z(x) contains exactly
one factorization of minimum length; we also assume that Z(x) contains exactly one
factorization of maximum length provided that r > 1.

Remark 3.4. Let Mr,S be a nontrivial atomic exponential Puiseux semiring, and let
x be an element of Mr,S. Given z ∈ Z(x), there exist factorizations z = z1, . . . , zk =
zmin ∈ Z(x) such that zmin is the factorization of minimum length of x and, for each
i ∈ J1, k−1K, we have |zi|−|zi+1| = |n(r)δm−d(r)δm| for some m ∈ N. We can generate
such a sequence of factorizations iteratively: set z1 := z, and assume that we already
defined zm =

∑n
i=0 cir

si ∈ Z(x) for some m ∈ N•. If zm is not the factorization of
minimum length of x and r < 1 (resp. r > 1) then cj ≥ d(r)δj−1 (resp. cj ≥ n(r)δj) for
some j ∈ J1, nK (resp. j ∈ J0, nK) by Lemma 3.2 (resp. Lemma 3.3). By applying the
transformation

d(r)δj−1rsj = n(r)δj−1rsj−1 (resp. n(r)δjrsj = d(r)δjrsj+1),

we can generate a factorization zm+1 ∈ Z(x) satisfying |zm| − |zm+1| = |n(r)δt − d(r)δt|
for some t ∈ N. Consequently, the inequality |zm| > |zm+1| holds which, in turn,
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implies that these iterations eventually stop. By Lemma 3.2 (resp. Lemma 3.3), the
last factorization we obtained is precisely the factorization of minimum length of x. A
similar statement is true, mutatis mutandis, if we take r > 1 and zk ∈ Z(x) to be the
factorization of maximum length of x.

The following example illustrates how to go from one factorization to another of the
same element using the transformations described in Remark 3.4.

Example 3.5. Let r = 2/3 and S = {0, 5, 6, 8, 9} ∪ N≥11, and consider the Puiseux
semiring Mr,S. Clearly, z = 3(2/3)6 + 2(2/3)8, zmin = 2(2/3)5 + 2(2/3)8, and z′ =
2(2/3)5 + 3(2/3)9 are factorizations of the same element x ∈ Mr,S. Note that zmin is,
in fact, the factorization of minimum length of x. By performing the transformations
3(2/3)6 = 2(2/3)5 and 2(2/3)8 = 3(2/3)9, we can go from the factorization z to zmin

and from zmin to z′, respectively.

We are now in a position to describe the R-classes of nontrivial atomic exponential
Puiseux semirings.

Proposition 3.6. Let Mr,S be a nontrivial atomic exponential Puiseux semiring. Let
x ∈ Mr,S, and set Rx(r

sm) := Z(x) ∩ (rsm + Z(Mr,S)) for m ∈ N. The following
statements hold.

(1) Betti (Mr,S) =
{
n(r)δnrsn | n ∈ N

}
.

(2) If x = n(r)δnrsn for some n ∈ N then Rx = {Rx(r
sn), Rx(r

sn+1)}.

Proof. Fix n ∈ N, and take x = n(r)δnrsn ∈ Mr,S. Let A = {rs0, . . . , rsn} and B =
A(Mr,S)\A. Consider the factorizations z = n(r)δnrsn and z′ = d(r)δnrsn+1 in Z(x). By
Remark 3.4, if r < 1 (resp. r > 1) then the factorization of minimum (resp. maximum)
length of x does not contain atoms from the subset B. By way of contradiction, suppose
that there exists a factorization z′′ ∈ Z(x) containing atoms from both subsets A and B.
If r < 1 (resp. r > 1) then by repeatedly applying the identity d(r)δmrsm+1 = n(r)δmrsm

we can generate factorizations z′′ = z1, . . . , zk ∈ Z(x) such that zk is the factorization
of minimum (resp. maximum) length of x and, for each i ∈ J1, k − 1K, we have
|zi| − |zi+1| = |n(r)δm − d(r)δm| (resp. |zi+1| − |zi| = |n(r)δm − d(r)δm|) for some
m ∈ N. But since z′′ contains atoms from B and zk does not, at some point in
generating z1, . . . , zk we applied the transformation d(r)δnrsn+1 = n(r)δnrsn, which is
a contradiction given that z′′ also contains atoms from A. Hence z and z′ belong to
different R-classes of Z(x), from which the inclusion {n(r)δnrsn | n ∈ N} ⊆ Betti (Mr,S)
follows.

Note that if the atoms ocurring in a factorization z∗ ∈ Z(x) are in A then, by
a similar argument to that one used in Remark 3.4, there exist factorizations z =
z∗1 , . . . , z

∗
t = z∗ ∈ Z(x) such that, for each i ∈ J2, tK, one can obtain z∗i from z∗i−1 by

performing a transformation of the form d(r)δmrsm+1 = n(r)δmrsm for some m ∈ N.
Since d(r)δk−1 - n(r)δk for any k ∈ N•, the atom rsn shows up in the factorization z∗i
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for each i ∈ J1, tK. Consequently, all factorizations of x with atoms in A are in the
same R-class, namely Rx(r

sn). Similarly, all factorizations of x with atoms in B are in
Rx(r

sn+1), from which (2) follows.

To verify that the inclusion Betti (Mr,S) ⊆ {n(r)δnrsn | n ∈ N} holds, let x ∈
Mr,S \ {n(r)δnrsn | n ∈ N}, and let zmin ∈ Z(x) be the factorization of minimum length
of x. For every z ∈ Z(x), there exist factorizations z = z1, . . . , zk = zmin ∈ Z(x)
such that, for each i ∈ J1, k − 1K, we have |zi| − |zi+1| = |n(r)δm − d(r)δm| for some
m ∈ N by Remark 3.4; since we generate such a sequence of factorizations through
transformations of the form n(r)δkrsk = d(r)δkrsk+1, we have gcd(zi, zi+1) 6= 0 unless
zi = n(r)δjrsj or zi+1 = n(r)δjrsj for some j ∈ N, but this is impossible since x 6∈
{n(r)δnrsn | n ∈ N}. Consequently, there is a chain connecting z and zmin which, in
turn, implies |Rx| = 1, and our proof concludes. �

Corollary 3.7. Let Mr,S be a nontrivial atomic exponential Puiseux semiring. Then

c(Mr,S) = max (n(r), d(r))δ0 .

Corollary 3.8. Let Mr,N be a nontrivial atomic rational cyclic semiring. Then

c(Mr,N) = max(n(r), d(r)).

For the rest of the section, we focus on the factorization invariant known as set of
distances or delta set. This invariant has been extensively studied in the context of
BFMs, including numerical monoids [6] and transfer Krull monoids [33].

Definition 3.9. Let M be an atomic monoid, and let x be an element of M .

(1) It is said that d ∈ N• is a distance of x provided that L(x)∩ Jl, l+dK = {l, l+d}
for some l ∈ L(x).

(2) The set of distances of x, denoted by ∆(x), is the set consisting of all the
distances of x.

(3) The set ∆(M) :=
⋃
x∈M ∆(x) is called the set of distances of M.

We now show that atomic exponential Puiseux semirings have finite sets of distances.
Additionally, we compute the minimum and maximum of ∆(Mr,S) and proved that they
are both attained at Betti elements for all atomic exponential Puiseux semirings Mr,S.

Proposition 3.10. Let Mr,S be a nontrivial atomic exponential Puiseux semiring.
Then

(3.1)
{
|n(r)δn − d(r)δn| : n ∈ N

}
⊆ ∆(Mr,S) ⊆

q
|n(r)− d(r)|, |n(r)δ0 − d(r)δ0|

y
.

Proof. The first inclusion and the fact that ∆(Mr,S) is finite follow almost immediately
from Remark 3.4. On the other hand, it is easy to mimic the proof of [10, Theorem 2.5]
to show that max ∆(Mr,S) is achieved at a Betti element. We leave all these details to
the reader. Our result follows then from Remark 3.4 and Proposition 3.6. �
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Corollary 3.11. Let Mr,N be a nontrivial atomic rational cyclic semiring. Then
∆(Mr,N) = {|n(r)− d(r)|}.

The inclusions in (3.1) might be proper. Consider the following example.

Example 3.12. Let r = 2/3, and consider the following numerical monoids

S = {0, 18, 19, 25, 27} ∪ N≥36 and S ′ = N≥2 ∪ {0}.
Clearly, the monoids Mr,S and Mr,S′ are both atomic. Moreover, it is not hard to check

LMr,S

(
2(2/3)18 + 4(2/3)25

)
= {6, 7, 11, 12},

which implies that 4 ∈ ∆(Mr,S), but 4 6∈
{
|n(r)δn − d(r)δn| : n ∈ N

}
, where the δn’s are

taken with respect to the numerical monoid S. On the other hand, we have ∆(Mr,S′) =
{1, 5} as the reader can verify, so ∆(Mr,S′) (

q
|n(r) − d(r)|, |n(r)δ0 − d(r)δ0|

y
, where

δ0 = 2.

Proposition 3.13. Let Mr,S be a nontrivial atomic exponential Puiseux semiring.
Then

min ∆(Mr,S) = |n(r)− d(r)| and max ∆(Mr,S) =
∣∣n(r)δ0 − d(r)δ0

∣∣
are both attained at Betti elements.

Proof. By Proposition 3.10, we have that the equalities min ∆(Mr,S) = |n(r)−d(r)| and
max ∆(Mr,S) = |n(r)δ0 − d(r)δ0| hold. Furthermore, we have that |n(r) − d(r)| (resp.
|n(r)δ0 − d(r)δ0 |) is a distance of n(r)rF (S)+1 (resp. n(r)δ0rs0). Our argument concludes
after noticing that both elements n(r)rF (S)+1 and n(r)δ0rs0 are Betti elements of Mr,S

by Proposition 3.6. �

In [10], it was proved that, for every bounded factorization monoid M , the minimum
and maximum of ∆(M) are both attained at Betti elements. But notice that atomic
exponential Puiseux semirings are not, in general, BFMs (see [1, Example 4.7]).

4. Sets of Lengths and Their Unions

For a positive integer d and a nonnegative integer B, a subset L ⊆ Z is called an
almost arithmetic progression (or AAP) with difference d and bound B if

L = y + (L′ ∪ L∗ ∪ L′′) ⊆ y + dZ,
where y ∈ Z and L∗ is a nonempty arithmetic progression with difference d such that
minL∗ = 0, L′ ⊆ [−B,−1], and L′′ ⊆ supL∗ + [1, B]. If the set L∗ has infinite
cardinality then we assume that L′′ = ∅. As the name indicates, almost arithmetic
progressions are generalizations of arithmetic sequences, and they have been used in
factorization theory to describe sets of lengths of various classes of monoids (see, for
instance, [26, Theorem 4.3.6] and [18, Theorem 4.2]).
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In this section, we show that sets of lengths of atomic exponential Puiseux semirings
are well structured. Specifically, we prove that if Mr,S is a nontrivial atomic exponential
Puiseux semiring then there exists B ∈ N such that every L ∈ L(Mr,S) is an AAP with
difference |n(r)− d(r)| and bound B.

Theorem 4.1. Let Mr,S be a nontrivial atomic exponential Puiseux semiring. There
exists B ∈ N such that every L ∈ L(Mr,S) is an AAP with difference |n(r)− d(r)| and
bound B.

Proof. Clearly, there exists m ∈ N such that sm = F (S) + 1, where F (S) represents
the Frobenius number of S. Let x be an arbitrary element of Mr,S, and let zmin =∑n

i=0 cir
si ∈ Z(x) with coefficients c0, . . . , cn ∈ N be the factorization of minimum

length of x. Obviously, we may assume that m ≤ n. Before continuing with the
proof, we introduce a definition. Given a factorization z =

∑k
i=0 dir

si with coefficients

d0, . . . , dk ∈ N, we say that the sub-factorizations
∑m

i=0 dir
si and

∑k
i=m+1 dir

si are the
prefix and suffix of z, respectively. We distinguish two cases.

Case 1: r < 1. Let B1 = d(r)sm − n(r)sm, and let us denote by B2 the maximum
number of times we can consecutively apply the identity n(r)δαrsα = d(r)δαrsα+1 with

α ∈ J0,m − 1K to increase the length of the prefix of a factorization z =
∑k

i=0 dir
si

satisfying that di < n(r)sm−si for each i ∈ J0,m − 1K. Evidently, neither B1 nor B2

depends on any element of Mr,S. Set

B := max
(
B1, B2 ·

(
d(r)δ0 − n(r)δ0

))
.

We argue that L(x) is an AAP with difference d(r)−n(r) and bound B. Observe that if
S = N then B = 0. Now if cj ≥ n(r)sm−sj for some j ∈ J0,m−1K then, by carrying out
the transformation n(r)sm−sjrsj = d(r)sm−sjrsm, we can generate a new factorization
z′ ∈ Z(x) such that |z′| − |z| ≤ B. Also note that, in this case, the term d(r)sm−sjrsm

shows up as a summand in the factorization z′; consequently, we can generate new
factorizations of x by applying, any number of times, the identity n(r)rα = d(r)rα+1

with α ≥ sm. Hence

{|z′|+ l·(d(r)− n(r)) | l ∈ N} ⊆ L(x),

and the set L(x) is an AAP with difference d(r) − n(r) and bound B. On the other
hand, if cj < n(r)sm−sj for each j ∈ J0,m−1K then consider any factorization z′ ∈ Z(x)
satisfying that |z′| − |zmin| > B. By Remark 3.4, there exist factorizations zmin =
z1, . . . , zk = z′ ∈ Z(x) such that, for each i ∈ J1, k − 1K, we have

|zi+1| − |zi| = d(r)δn − n(r)δn

for some n ∈ N. Since |z′| − |zmin| > B2 ·
(
d(r)δ0 − n(r)δ0

)
, there exists j ∈ J1, k − 1K

such that zj+1 was obtained from zj by carrying out a transformation of the form
n(r)δtrst = d(r)δtrst+1 for some t ≥ m. As before, a term n(r)δtrst shows up in the
factorization zj, which means that we can generate new factorizations of x by applying
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the identity n(r)rα = d(r)rα+1 with α ≥ sm an arbitrary number of times. Since
d(r)− n(r) | d(r)δn − n(r)δn for every n ∈ N, we have that

|z′| ∈ {|zj|+ l · (d(r)− n(r)) | l ∈ N} ⊆ L(x).

Observe that |zj| < |z′|. If |zj| − |zmin| > B then, by the same token, there exists
zt ∈ Z(x) such that

|zj| ∈ {|zt|+ l · (d(r)− n(r)) | l ∈ N} ⊆ L(x)

and |zt| < |zj|. Our argument follows inductively.

Case 2: r > 1. Let us denote by B2 the maximum number of times we can
consecutively apply the identity d(r)δα−1rsα = n(r)δα−1rsα−1 with α ∈ J1,mK to increase

the length of the prefix of a factorization z =
∑k

i=0 dir
si satisfying that di < n(r)δi for

each i ∈ J1,mK. The number B2 does not depend on any element x ∈ Mr,S. Notice
that if S = N then B2 = 0. Consider the factorization z1 = z′ +

∑n
i=m+1 cir

si ∈ Z(x),
where z′ is the factorization of maximum length of π(

∑m
i=0 cir

si). It is not hard to see
that the inequality |z1| − |zmin| ≤ B2 · (n(r)δ0 − d(r)δ0) holds. By [35, Theorem 5.6],
the monoid Mr,S is an FFM, so there is no loss in assuming that no atom bigger than
rsn divides x in Mr,S.

Next we describe a procedure to generate, iteratively, overlapping arithmetic se-
quences of lengths of x with difference n(r) − d(r). Set z∗1 := z1, and let us de-
note by K1 the maximum number of times we can consecutively apply the identity
d(r)δα−1rsα = n(r)δα−1rsα−1 with α ∈ Jm+ 1, nK to increase the length of z∗1 . Addition-
ally, set

σ1 := {|z∗1 |+ l · (n(r)− d(r)) | l ∈ J0, K1K} ,
and note that σ1 ⊆ L(x). Suppose that, for some j ∈ N•, we already defined
σj, Kj, and z∗j =

∑n
i=0 cj,i r

si ∈ Z(x), where cj,i < d(r)δi−1 for each i ∈ J1,mK, such
that

σj =
{
|z∗j |+ l · (n(r)− d(r)) | l ∈ J0, KjK

}
⊆ L(x).

By hypothesis of induction, the nonnegative integer Kj represents the maximum num-
ber of times we can consecutively apply the identity d(r)δα−1rsα = n(r)δα−1rsα−1 with
α ∈ Jm+ 1, nK to increase the length of z∗j . Now if z∗j is the factorization of maximum
length of x (i.e., Kj = 0) then our procedure stops at this factorization. Otherwise,
there exists u ∈ Jm + 1, nK such that cj,u ≥ d(r)δu−1 = d(r). After consecutively
applying the transformations

d(r)rsu = n(r)rsu−1, . . . , d(r)rsm+1 = n(r)rsm

to increase the length of z∗j , we obtain a factorization zj,j+1 =
∑n

i=0 dj+1,i r
si ∈ Z(x),

where dj+1,i < d(r)δi−1 for each i ∈ J1,m − 1K and dj+1,m < d(r)δm−1 + n(r). Clearly,
the inequalities

|z∗j | < |zj,j+1| ≤ |z∗j |+Kj · (n(r)− d(r))
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hold. Consider the factorization z∗j+1 = z′′ +
∑n

i=m+1 dj+1,i r
si ∈ Z(x), where z′′ is the

factorization of maximum length of π(
∑m

i=0 dj+1,i r
si). Note that if S = N then z∗j+1 =

zj,j+1. It is easy to see that |zj,j+1| ≤ |z∗j+1|, and rewriting z∗j+1 as z∗j+1 =
∑n

i=0 cj+1,i r
si

we have cj+1,i < d(r)δi−1 for each i ∈ J1,mK. Let us denote by Kj+1 the maximum
number of times we can consecutively apply the identity d(r)δα−1rsα = n(r)δα−1rsα−1

with α ∈ Jm+ 1, nK to increase the length of z∗j+1. Then set

σj+1 :=
{
|z∗j+1|+ l · (n(r)− d(r)) | l ∈ J0, Kj+1K

}
⊆ L(x).

If Kj+1 · (n(r)− d(r)) ≥ |z∗j+1| − |zj,j+1| then we have that

|z∗j+1| ∈ σ(j,j+1) := {|zj,j+1|+ l · (n(r)− d(r)) | l ∈ J0, Kj+1K} ⊆ L(x),

where the inclusion holds because the suffixes of zj,j+1 and z∗j+1 coincide. This means
that we have three overlapping arithmetic sequences σj, σ(j,j+1), and σj+1 of lengths of
x with difference n(r)− d(r). Combining these sequences we obtain a new arithmetic
sequence σ∗ starting at |z∗j |, containing |z∗j+1|, and with difference n(r) − d(r). Now
update σj as σ∗. On the other hand, if

Kj+1 · (n(r)− d(r)) < |z∗j+1| − |zj,j+1|

then our procedure stops at the factorization z∗j+1. Notice that our algorithm eventually
stops. In fact, in each step we generate from z∗j a new factorization zj,j+1 such that
|z∗j | < |zj,j+1|; consequently, the procedure stops after finitely many iterations by [35,
Proposition 4.5].

The algorithm that we just described yields a sequence of nonnegative integers
K1, . . . , Kk+1, a sequence of factorizations z∗1 , . . . , z

∗
k+1 ∈ Z(x), and a sequence of

finite arithmetic progressions σ1, . . . , σk+1 with difference n(r) − d(r) such that σi
starts at |z∗i | for each i ∈ J1, k + 1K and contains |z∗i+1| for each i ∈ J1, k − 1K.
Moreover, we have σi ⊆ L(x) for each i ∈ J1, k + 1K. We already showed that
|z∗1 | − |zmin| ≤ B2 · (n(r)δ0 − d(r)δ0), where B2 does not depend on x and zmin is the
factorization of minimum length of x. Now let us suppose that the algorithm stopped
at the factorization z∗k+1. Note that if S = N then z∗k+1 is the factorization of max-
imum length of x, which implies that L(x) is an arithmetic sequence with difference
n(r)− d(r). Since our procedure stopped at z∗k+1, it is not hard to see that

Kk+1 ≤ (|z∗k+1| − |zk,k+1|)(n(r)− d(r))−1,

where zk,k+1 =
∑n

i=0 dir
si ∈ Z(x), z∗k+1 = z′′ +

∑n
i=m+1 dir

si ∈ Z(x), and z′′ is the

factorization of maximum length of π(
∑m

i=0 dir
si) with di < d(r)δi−1 for each i ∈ J1,m−

1K and dm < d(r)δm−1 +n(r). Consequently, there exists B3 ∈ N (which does not depend
on x) such that |z∗k+1| − |zk,k+1| ≤ B3. Let zβ =

∑n
i=0 eir

si ∈ Z(x) be the factorization
we obtain after consecutively applying the identity d(r)δα−1rsα = n(r)δα−1rsα−1 with
α ∈ Jm + 1, nK as many times as we can (i.e., Kk+1) to increase the length of z∗k+1.
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Evidently, the inequalities

|zβ| − |z∗k+1| ≤ Kk+1 · (n(r)− d(r)) ≤ B3

hold. Moreover, we have that ei < d(r)δi−1 for every i ∈ J1, nK with i 6= m and

em < d(r)δm−1 + n(r) ·Kk+1 ≤ d(r)δm−1 + n(r) ·B3 · (n(r)− d(r))−1.

It is easy to see that there exists B4 ∈ N (which does not depend on x either) such
that |zmax| − |zβ| ≤ B4, where zmax ∈ Z(x) is the factorization of maximum length of
x. Hence |zmax| − |zk,k+1| ≤ 2B3 +B4. Set

B := max(B2 · (n(r)δ0 − d(r)δ0), 2B3 +B4).

Since |zk,k+1| ∈ σk, we can conclude that the set L(x) is an AAP with difference
n(r)− d(r) and bound B for all x ∈Mr,S. �

Corollary 4.2. [12, Theorem 3.3] Let Mr,N be a nontrivial atomic rational cyclic
semiring. Then L(x) is an arithmetic progression with difference |n(r) − d(r)| for all
x ∈Mr,N.

Since the sets of lengths of atomic rational cyclic semirings are arithmetic sequences,
it is natural to wonder whether there exist other atomic exponential Puiseux semirings
whose sets of lengths are also arithmetic sequences. We now answer this question
negatively.

Corollary 4.3. Let Mr,S be a nontrivial atomic exponential Puiseux semiring. Then
|∆(Mr,S)| = 1 if and only if S = N.

Proof. The reverse implication follows from Corollary 3.11. As for the remaining im-
plication, if |∆(Mr,S)| = 1 then, by Proposition 3.10, we have δi = δj for all i, j ∈ N,
which implies S = N. �

Remark 4.4. A monoid M , which is not necessarily reduced, is strongly primary if
M 6= M× and for every x ∈ M \M× there exists n ∈ N such that (M \M×)n ⊆ xM .
Strongly primary monoids play a central role in factorization theory, and they have been
widely investigated (see, for instance, [24,30]). It is known that sets of lengths of certain
strongly primary monoids are AAPs with a common bound B ( [26, Theorem 4.3.6]).
However, nontrivial exponential Puiseux semirings are not strongly primary. In fact, let
Mr,S be a nontrivial atomic exponential Puiseux semiring, and fix an atom rk ∈ A(Mr,S)
with k ∈ S. Observe that, for any n ∈ N•, we have that rsk -Mr,S

∑n
i=1 r

sk+i by
Lemma 3.2 and Lemma 3.3. Therefore, the monoid Mr,S is not strongly primary.

The bounds provided in Theorem 4.1 are not tight, and the next example sheds some
light upon this observation.
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Example 4.5. Let r = 3/4 and S = {0, 5, 7} ∪ N≥8. By Theorem 4.1, every L ∈
L(Mr,S) is an AAP with difference 1 and bound B = 717739. Indeed, with notation as
in Case 1 of Theorem 4.1, we have B1 = 47 − 37. On the other hand, B2 is equal to
the number of times we can apply the identity n(r)δαrsα = d(r)δαrsα+1 with α ∈ {0, 1}
to increase the length of the factorization z = (37− 1) + (32− 1)(3/4)5. Consequently,

B2 =

⌊
(37 − 1)

35

⌋
+

45
⌊
(37−1)

35

⌋
+ 32 − 1

9

 = 919.

Thus, B = 717739. However, it is not hard to see that every L ∈ L(Mr,S) is an AAP
with difference 1 and bound B′ = (45 − 35) + (42 − 32) = 788 < 717739.

Motivated by Example 4.5, we pose the following question.

Question 4.6. Given an atomic exponential Puiseux semiring Mr,S, what is the small-
est nonnegative integer B for which Mr,S is an AAP with difference |n(r) − d(r)| and
bound B?

We now present unions of sets of lengths, a factorization invariant introduced by
Chapman and Smith [14]. For a positive integer k, denote by Uk(M) the set of positive
integers m for which there exist a1, . . . , ak, a

′
1, . . . , a

′
m ∈ A(M) such that

a1 + · · ·+ ak = a′1 + · · ·+ a′m.

It is said that Uk(M) is the union of sets of lengths of M containing k.

Next we show that, as it is the case for atomic rational cyclic semirings, unions of sets
of lengths of nontrivial atomic exponential Puiseux semirings are arithmetic sequences
with difference |n(r)− d(r)|.

Proposition 4.7. Let Mr,S be a nontrivial atomic exponential Puiseux semiring. For
every k ∈ N•, the set Uk(Mr,S) is an arithmetic sequence with difference |n(r)− d(r)|.

Proof. Assume that r < 1. Fix k ∈ N•, and let x ∈ Mr,S such that k ∈ L(x). Let
m ∈ L(x). In addition, let zmin ∈ Z(x) be the factorization of minimum length of x,
and let z, z′′ ∈ Z(x) be factorizations of lengths m and k, respectively. By Remark 3.4,
there exist factorizations zmin = z1, . . . , zn = z ∈ Z(x) such that, for each i ∈ J1, n−1K,
we have |zi+1| − |zi| = d(r)δα − n(r)δα for some α ∈ N. Now consider the element
y = rF (S)+1 · x ∈ Mr,S and, for each i ∈ J1, nK, let z′i = rF (S)+1 · zi ∈ Z(y). Clearly,
|z′i| = |zi| for every i ∈ J1, nK. Take j ∈ J1, n−1K, and notice that if zj =

∑u
l=0 clr

sl with
coefficients c0, . . . , cu ∈ N then zj+1 was obtained from zj by carrying out the transfor-
mation n(r)δtrst = d(r)δtrst+1 for some t ∈ J0, uK. This implies that we can obtain the
factorization z′j+1 from z′j =

∑u
l=0 clr

sl+F (S)+1 by applying the transformation

n(r)δtrst+F (S)+1 = d(r)δtrst+1+F (S)+1,
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which is valid in this context; in fact, carrying out this transformation once is equivalent
to applying (d(r)δt − n(r)δt)(d(r) − n(r))−1 times the identity n(r)rn = d(r)rn+1 with
n > F (S). In other words, there exist factorizations z′j = z∗1 , . . . , z

∗
s = z′j+1 ∈ Z(y) such

that |z∗i+1| − |z∗i | = d(r) − n(r) for each i ∈ J1, s − 1K. Hence L(y) contains a finite
arithmetic sequence starting at |z′1|, ending at |z′n| = m, and with difference d(r)−n(r).
Similarly, L(y) contains a finite arithmetic sequence starting at |z′1|, ending at |z′′| = k,
and with difference d(r) − n(r). Since both arithmetic sequences have an element in
common, namely |z′1|, we can think of Uk(Mr,S) as the union of infinitely many finite
arithmetic sequences with difference d(r) − n(r) containing k, from which our result
follows.

We can use the same idea to tackle the case where r ∈ Q>1 \N. We leave the details
to the reader. �

Geroldinger and Schmid [31] investigated the intersection of systems of sets of lengths
of numerical monoids. In particular, they proved ∩L(M) = {{0}, {1}, {2}}, where the
intersection is taken over all numerical monoids M 6= N. Gotti [36, Corollary 5.7]
showed that if we take the previous intersection over all nontrivial atomic Puiseux
monoids then we obtain ∩L(M) = {{0}, {1}}. We can now describe the intersection
of systems of sets of lengths of nontrivial atomic exponential Puiseux semirings Mr,S

with |n(r)− d(r)| fixed.

Proposition 4.8. For every m ∈ N•, we have⋂
L(Mr,S) =

{
{n} | n ∈ N

}
,

where the intersection is taken over all nontrivial atomic exponential Puiseux semirings
with |n(r)− d(r)| = m.

Proof. Fix m ∈ N•. Let Mr,S be a nontrivial atomic exponential Puiseux semiring
with |n(r) − d(r)| = m, and let n be a nonnegative integer. If n = 0 then we have
that {0} ∈ L(Mr,S) since L(0) = {0}, so we may assume that n > 0. Now consider
the factorization zn =

∑n
i=1 r

si , where si ∈ S for each i ∈ J1, nK. By lemmas 3.2 and
3.3, we have Z(π(zn)) = {zn} which, in turn, implies that {n} ∈ L(Mr,S). Hence the
inclusion {{n} | n ∈ N} ⊆ ∩L(Mr,S) holds.

Let p be a prime number satisfying that p > m, and take r = (p + m)/p. For a
numerical monoid S, note that Mr,S is an FFM by [35, Theorem 5.6]. Consequently, all
sets of lengths in ∩L(Mr,S), where the intersection is taken over all nontrivial atomic
exponential Puiseux semirings with |n(r) − d(r)| = m, have finite cardinality. Now
consider the rational cyclic semiring Mq,N with q = r−1. By [1, Proposition 3.7], the
monoid Mq,N is atomic. Moreover, for each x ∈ Mq,N, we have |L(x)| ∈ {1,∞}. In
fact, if z =

∑n
i=0 ciq

si ∈ Z(x) is not the factorization of maximum length of x then
cj ≥ n(q) for some j ∈ J0, nK by Lemma 3.2. By performing the transformation
n(q)qsj = d(q)qsj+1, we obtain a factorization z1 ∈ Z(x) such that |z| < |z1|. Since z1
is not the factorization of maximum length of x either, we can repeat this reasoning
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to obtain z2 ∈ Z(x), which is not the factorization of maximum length of x, such
that |z1| < |z2|, and so on. Consequently, we have |L(x)| = ∞, which concludes our
argument. �

5. Omega Primalities and Tame Degrees

Here we analyze the omega primality in the context of nontrivial atomic exponential
Puiseux semirings, but first let us introduce some definitions.

Definition 5.1. Let M be an atomic monoid, and let x be a nonzero element of M .

(1) Let ω(x) denote the smallest n ∈ N satisfying that if x |M a1 + · · · + am for
some a1, . . . , am ∈ A(M) then x |M ai1 + · · · + aik , where {i1, . . . , ik} ⊆ J1,mK
and k ≤ n. In addition, set

ω(M) := sup{ω(a) | a ∈ A(M)}.

The elements ω(x) and ω(M) are called the omega primalities of x and M,
respectively.

(2) For a ∈ A(M), let t(a) denote the smallest n ∈ N satisfying that if Z(y) ∩ (a+
Z(M)) 6= ∅ for some y ∈M and z ∈ Z(y) then there exists z′ ∈ Z(y)∩(a+Z(M))
such that d(z, z′) ≤ n. In addition, set

t(M) := sup{t(a) | a ∈ A(M)}.

The elements t(a) and t(M) are called the tame degrees of a and M, respectively.

With notation as in Definition 5.1, the omega function ω : M → N was introduced by
Geroldinger [22], and it measures how far is a nonzero element from being prime. Note
that x ∈ M• is prime if and only if ω(x) = 1. Numerous papers have been dedicated
to study the computational aspects of this factorization invariant (e.g., [3, 19]).

Given a nontrivial atomic exponential Puiseux semiring Mr,S, we have ρ(Mr,S) =∞
by [38, Theorem 3.2], which implies ω(Mr,S) = ∞ and t(Mr,S) = ∞ by [28, Propo-
sition 3.6 and Proposition 3.5]. Next we offer several characterizations of nontrivial
atomic exponential Puiseux semirings with finite omega functions, but first we collect
some technical results and introduce an additional definition.

Lemma 5.2. Let Mr,S be a nontrivial atomic exponential Puiseux semiring with r > 1.
If x ∈ Mr,S and k ∈ N such that rsk |Mr,S

x then, for every z =
∑n

i=0 cir
si ∈ Z(x) with

coefficients c0, . . . , cn ∈ N, we have that either

rsk
∣∣∣∣
Mr,S

π

(
k∑
i=0

cir
si

)
or rsk

∣∣∣∣
Mr,S

π

(
n∑

i=k+1

cir
si

)
.
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Proof. Let z′ =
∑m

i=0 dir
si ∈ Z(x) with coefficients d0, . . . , dm ∈ N such that m ≥ k and

dk 6= 0. Clearly, such a factorization z′ exists given that rsk |Mr,S
x. By Remark 3.4,

there exist factorizations

z′ = z1, . . . , zl = zmax =
u∑
i=0

eir
si ∈ Z(x)

such that zmax is the factorization of maximum length of x and, for each i ∈ J1, l− 1K,
we have |zi+1| − |zi| = |n(r)δt − d(r)δt | for some t ∈ N. Since dk 6= 0, it is not hard to

see that rsk |Mr,S
π(
∑k

i=0 eir
si). Now assume that rsk -Mr,S

π(
∑n

i=k+1 cir
si), and let z′′

be the factorization of maximum length of π(
∑n

i=k+1 cir
si). Observe that if an atom

rst shows up in the factorization z′′ then t > k; otherwise, we can repeatedly apply
the identity d(r)δαrsα+1 = n(r)δαrsα to transform the factorization

∑n
i=k+1 cir

si into
z′′ as described in Remark 3.4, but since z′′ would contain atoms smaller than rsk+1,
at some point we would have to apply the transformation d(r)δkrsk+1 = n(r)δkrsk, a
contradiction. Consequently, we have

π

(
k∑
i=0

cir
si

)
= π

(
k∑
i=0

eir
si

)
,

from which our argument follows. �

Lemma 5.3. Let Mr,S be a nontrivial atomic exponential Puiseux semiring with r > 1.
Then ω(rs) <∞ for s > F (S).

Proof. Let m ∈ N such that sm ≥ F (S) + 1, and set K := max(d(r),
∑m−1

i=0 n(r)sm−si).
We shall prove that ω(rsm) ≤ K. Let x ∈ Mr,S such that rsm |Mr,S

x, and consider a
factorization z =

∑n
i=0 cir

si ∈ Z(x) with coefficients c0, . . . , cn ∈ N. There is no loss in
assuming that m < n and cm = 0. By Lemma 5.2, we have that either

rsm
∣∣∣∣
Mr,S

π

(
m∑
i=0

cir
si

)
or rsm

∣∣∣∣
Mr,S

π

(
n∑

i=m+1

cir
si

)
.

In the latter case, there exists j ∈ Jm + 1, nK such that cj ≥ d(r) by Lemma 3.3
and, obviously, rsm |Mr,S

d(r)rsj. In other words, rsm divides a sub-factorization of z
with length at most K. Now suppose that rsm |Mr,S

π(
∑m

i=0 cir
si). Without loss of

generality, we can assume that K <
∑m−1

i=0 ci, so m 6= 0. Consequently, there exists
j ∈ J0,m − 1K such that cj ≥ n(r)sm−sj, but rsm |Mr,S

n(r)sm−sjrsj. Therefore, the
inequalities ω(rsm) ≤ K <∞ hold. �

Definition 5.4. Let M be an atomic monoid and σ a binary relation on Z(M).

(1) Let Gσ be the graph whose vertices are the R-classes of Z(M) and whose edges
are the pairs (R,R′) satisfying that R 6= R′ and (z, z′) ∈ σ∪σ−1 for some z ∈ R
and z′ ∈ R′.
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(2) We say that M is ACCP-presentable provided that σ′ ⊆∼M is a presentation
of M if and only if, for every x ∈M , all the R-classes in π−1(x) are in the same
connected component of Gσ′ .

Remark 5.5. Let Mr,S be a nontrivial atomic exponential Puiseux semiring, and let
σ ⊆∼Mr,S

. Using Proposition 2.3 and Proposition 3.6, it is easy to prove that if σ is
a presentation of Mr,S then, for every x ∈ Mr,S, all the R-classes in π−1(x) are in the
same connected component of Gσ; we leave the details to the reader. Consequently,
proving that Mr,S is ACCP-presentable amounts to verify that, for every σ′ ⊆∼Mr,S

,
if all the R-classes in π−1(x) are in the same connected component of Gσ′ for every
x ∈Mr,S then σ′ is a presentation of Mr,S.

It is well known that a monoid satisfying the ACCP is ACCP-presentable ( [7, The-
orem 1]). Next we show that these two properties characterize the atomic exponential
Puiseux semirings with finite omega functions.

Theorem 5.6. Let Mr,S be an atomic exponential Puiseux semiring. The following
statements are equivalent.

(1) r ≥ 1.
(2) Mr,S satisfies the ACCP.
(3) Mr,S is ACCP-presentable.
(4) ω(a) <∞ for all a ∈ A(Mr,S).

Proof. The statements (1) and (2) are equivalent by virtue of [35, Proposition 4.5]
and [1, Corollary 4.2], while (4) implies (2) follows from [27, Lemma 3.3].

Now we proceed to argue that (1) implies (4). If r ∈ N then this implication trivially
holds. Consequently, we may assume that Mr,S is nontrivial. Let m ∈ N such that
sm = F (S)+1, and fix n ∈ N. By Lemma 5.3, the inequality ω(rsk) <∞ holds for each
k ≥ m; consequently, we may assume that n < m. Then rsn |Mr,S

d(r)sm−snrsm but, for
every positive integer k, we have that ω(k · rsm) ≤ k · ω(rsm) <∞ by [27, Lemma 3.3]
and Lemma 5.3. Applying [27, Lemma 3.3] again, we obtain that ω(rsn) <∞, and our
argument concludes.

As we mentioned above, a monoid satisfying the ACCP is ACCP-presentable by [7,
Theorem 1]. Next we prove that Mr,S is not ACCP-presentable when r < 1. We can
write d(r) as d(r) = q ·n(r)+c with q ∈ N and 1 ≤ c < n(r). Since r < 1, the inequality
q ≥ 1 holds. As before, let m ∈ N such that sm = F (S) + 1. Now let

ρ =
{(

n(r)rn, d(r)rn+2 + ((q − 1)n(r) + c)rn+1
) ∣∣n ∈ N>F (S)

}
⊆ Z(Mr,S)× Z(Mr,S),

where F (S) represents the Frobenius number of the numerical monoid S, and let

γ =
{(

n(r)δnrsn, d(r)δnrsn+1
) ∣∣n ∈ N<m

}
⊆ Z(Mr,S)× Z(Mr,S).

Take σ = ρ ∪ γ. Obviously, the inclusion σ ⊆∼Mr,S
holds. Note that, for each

x ∈ Mr,S, all the R-classes in π−1(x) are in the same connected component of Gσ by
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Proposition 3.6. Let k ∈ N such that k ≥ sm and n(r)rk < rsn for each n ∈ J0,m− 1K.
Clearly, if (n(r)rk, d(r)rk+1) ∈ σ] then (n(r)rk, d(r)rk+1) ∈ ρ]. However, it is easy to
see that if (z, z′) ∈ ρ then

∣∣|z| − |z′|∣∣ = 2 · (d(r) − n(r)), and the same is true for any

pair in ρt; consequently, if (z, z′) ∈ (ρt)e then
∣∣|z| − |z′|∣∣ = 2s(d(r) − n(r)) for some

s ∈ N. Hence (n(r)rk, d(r)rk+1) 6∈ ρ]. Therefore, σ is not a presentation of Mr,S which,
in turn, implies that Mr,S is not ACCP-presentable. �

An atomic monoid M is called locally (resp. globally) tame provided that t(a) <∞
(resp. t(M) < ∞) for every a ∈ A(M). We can now describe the atomic exponential
Puiseux semirings that are locally (or globally) tame, but first we need to introduce a
definition.

Definition 5.7. Let M be an atomic monoid, and let x be an element of M . For
n ∈ N•, we denote by Zmin(n, x) the set of all factorizations z ∈ Z(M) with length
at most n satisfying that the smallest sub-factorization of z divisible by x in M is
precisely z. In addition, set

τ(x) := sup
n

sup
z
{min L (π(z)− x) | z ∈ Zmin(n, x)}.

Corollary 5.8. Any nontrivial atomic exponential Puiseux monoid is neither locally
tame nor globally tame.

Proof. Let Mr,S be a nontrivial atomic exponential Puiseux semiring. By virtue of [38,
Theorem 3.2], we have ρ(Mr,S) = ∞, which implies that Mr,S is not globally tame
by [26, Theorem 1.6.6]. Now if r < 1 then Mr,S is not locally tame by Theorem 5.6
and [27, Theorem 3.6]. On the other hand, if r > 1 then it is straightforward to
adapt the argument used in the proof of [12, Theorem 5.6] to show that the equality
τ(rF (S)+1) = ∞ holds, so we leave this task to the reader. Our result then follows
from [27, Theorem 3.6]. �

The omega function of a Puiseux monoid satisfying the ACCP is not, in general, a
finite function as the following example illustrates.

Example 5.9. Let M = 〈p−1
p
| p ∈ P〉. It is easy to see that A(M) = {p−1

p
|

p ∈ P}, which implies that M is atomic. In fact, the monoid M is a BFM by [35,
Proposition 4.5]. Let us fix p ∈ P. A straightforward computation shows that, for
q ∈ P \ {p} and n ∈ N, if (p − 1)/p |M n(q − 1)/q then the inequality n ≥ q holds.
Consequently, ω((p−1)/p) ≥ q for all q ∈ P\{p}. In other words, we have ω((p−1)/p) =
∞ for each p ∈ P.
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