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For a hypergraph $G$ with $v$ vertices and $e_{i}$ edges of size $i$, the average vertex degree is $d(G)=$ $=\Sigma i e_{l} / v$. Call balanced if $d(H) \equiv d(G)$ for all subhypergraphs $H$ of $G$. Let

$$
m(G)=\max _{H \leqq G} d(H)
$$

A hypergraph $F$ is said to be a balanced extension of $G$ if $G \subset F, F$ is balanced and $d(F)=m(G)$, i.e. $F$ is balanced and does not increase the maximum average degree. It is shown that for every hypergraph $G$ there exists a balanced extension $F$ of $G$. Moreover every $r$-uniform hypergraph has an $r$-uniform balanced extension. For a graph $G$ let ext ( $G$ ) denote the minimum number of vertices in any graph that is a balanced extension of $G$. If $G$ has $n$ vertices, then an upper bound of the form ext $(G)<c_{1} n^{2}$ is proved. This is best possible in the sense that ext $(G)>c_{2} n^{2}$ for an infinite family of graphs. However for sufficiently dense graphs an improved upper bound ext $(G)<c_{3} h$ can be obtained, confirming a conjecture of P. Erdốs.

## 1. Introduction

A hypergraph $G$ consists of a finite set $V(G)$ of vertices and a set $E(G)$ of subsets of $V(G)$ called edges. A subhypergraph of $G$, is a hypergraph whose vertex set is a subset of $V(G)$ and the edge set is a subset of $E(G)$. A hypergraph $G$ is called $r$-uniform if each edge has size $r$. So a 2-uniform hypergraph is a graph. A path in a hypergraph is an alternating sequence $v_{1} e_{1} v_{2} e_{2} \ldots v_{n-1} e_{n-1} v_{n}$ of vertices and edges such that each vertex belongs to the preceeding and succeeding edge. If, for each pair of vertices, there is a path joining them, then $G$ is connected. A cycle in a hypergraph is a path with $v_{1}=v_{n}$ and $v_{1}, \ldots, v_{n-1}$ distinct. Note that if a hypergraph is acyclic then the intersection of any two edges has cardinality at most 1 . The degree of a vertex in a hypergraph is the number of edges containing $v$; hence the average degree of a hypergraph $G$ is

$$
d(G)=\frac{1}{v(G)} \sum \operatorname{deg}_{x \in V(G)} x=\frac{1}{v(G)} \sum i e_{i}(G)
$$

where $v(G)$ and $e_{i}(G)$ denote the number of vertices and edges of size $i$ in $G$. If $G$

[^0]is runiform then this reduces to
$$
d(G)=\frac{r e(G)}{v(G)} .
$$

If $d(H) \leqq d(G)$ for all subhypergraphs $H$ of $G$ then $G$ is called balanced. Let

$$
m(G)=\max _{H \leftrightarrows G} d(H)
$$

denote the maximum average degree of any subhypergraph of $G$. Obviously $G$ balanced is equivalent to $m(G)=d(G)$. For graphs, this concept of balance originates in Erdós, Rényi [1] and is crucial in the investigation of random graphs [3,5]. In Fig. 1 graph $G$ is not balanced: $d(G)=14 / 5$ and $m(G)=3$. Graph $F$ is balanced, contains $G$ as a subgraph and has average degree $d(F)=3=m(G)$.
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Fig. 1
A hypergraph $F$ is said to be a balanced extension of $G$ if $G \subset F, F$ is balanced and $d(F)=m(G)$. In Fig. 1, $F$ is a balanced extension of $G$. In Section 2 of this paper it is shown that every hypergraph $G$ has a balanced extension $F$. Moreover for $r \geqq 2$ every $r$-uniform hypergraph has an $r$-uniform balanced extension.

Given a graph $G$ a problem posed in [2] is to find a balanced extension $F$ with minimum number of vertices. Let ext $(G)=\min v(F)$, the minimum taken over all graphs $F$ that are balanced extensions of $G$. In Section 3 we show that ext $(G)<c n^{2}$, where $n=v(G)$. This upper bound is a consequence of the inductive construction used in the proof of the existence of $F$. Previously we thought that a smaller upper bound could be found. However, there exists a family of graphs $G$ with $\operatorname{ext}(G)>n^{2} / 8$. More precisely let

$$
a_{n}=\max _{v(G)=n} \operatorname{ext}(G)
$$

Then

$$
\frac{n^{2}}{8}<a_{n}<\frac{(1+\varepsilon) n^{2}}{4}
$$

The examples $G$ giving the lower bound are sparse, in the sense that $v(G)=n$, $e(G)=n+1$ and hence $d(G)=2(1+1 / n)$. In subsequent discussions, P. Erdős conjectured that for sufficiently dense graphs a tighter upper bound holds. In particular he conjectured that if the number of edges is at least $c n^{2}$, then ext $(G)$ is at most $c^{\prime} n$. In Section 4 this is proved. The following question still remains open.
Problem 1.1. Is it true that if $e(G)>c n, c>1$, then $\operatorname{ext}(G)<c^{\prime} n$ ?

## 2. Balanced extensions of hypergraphs

Let $G$ be a hypergraph. Call a balanced extension $F$ of $G$ uniform if all edges in $E(F)-E(G)$ have the same size. If this common size is $r$, then $F$ is called an $r$-uniform balanced extension. Note that $F$ may be a uniform balanced extension of $G$, but not a uniform hypergraph
Theorem 2.1. (a) Every hypergraph has a uniform balanced extension.
(b) For every $r \geqq 2$ every r-uniform hypergraph has an r-uniform balanced extension.

In a part (a) of the theorem it is not possible to choose, a priori, the size of the edges in the extension. More generally, let $A$ be a finite set of natural numbers. Call a balanced extension $F$ of $G$ a balanced $A$-extension if for every $x \in E(F)-E(G)$, $|x| \in A$. For every $A$ there is a hypergraph $G$ which does not have a balanced $A$-extension. To see this let $\alpha$ be the largest element of $A$. If $\alpha>1$, let $G$ consist of two edges of size $\alpha$ intersecting in exactly one vertex and an isolated edge of size less than $\alpha$, as in Fig. 2a. It is easy to check that $G$ has no balanced $A$-extension. If $\alpha=1$, the counterexample for $A=\{1,2\}$ is trivially also a counterexample for $A=\{1\}$.

Let (, ) denotes the greatest common divisor. In the case that $A$ has only one element the following holds.
Corollary 2.2. Let $s \geqq 2$ be an integer. Any hypergraph $G$ with $m(G)=p / q,(p, q)=1$, $(p, s)=1, m(G) \geqq s /(s-1)$, has a balanced $\{s\}$-extension.

The proof of this corollary is exactly the proof of Theorem 2.1a. In the general case we conjecture the following.

Conjecture. Let $A=\left\{a_{1}, \ldots, a_{n}\right\}$. If $\left(a_{1}, \ldots, a_{n}\right)=1$ then every hypergraph $G$ with $m(G) \geqq \max \left\{a_{i} /\left(a_{i}-1\right)\right\}$ has a balanced $A$-extension.


Fig. 2

From the counterexample above it is clear that a lower bound on $m(G)$ is necessary. The assumptions $(p, s)=1$ in Corollary 2.2 and $\left(a_{1}, \ldots, a_{n}\right)=1$ in the conjecture are also necessary as shown by the following examples. Assume $2 \mid\left(a_{1}, \ldots, a_{n}\right)$. Consider the hypergraph $G$ with 4 edges as shown in Fig. 2b. Then $m(G)=2>\max \left\{a_{i} /\left(a_{i}-1\right)\right\}$, and it can be checked that $G$ has no balanced $A$-extension. Next assume $d=\left(a_{1}, \ldots, a_{n}\right) \geqq 3$ and let $G$ be the graph consisting of a ( $2 d-1$ )cycle, a chord and an additional edge, as in Fig. 2c. Then $m(G)=4 d /(2 d-1)>$ $>\max \left\{a_{i} /\left(a_{i}-1\right)\right\}$ and again it can be checked that $G$ has no balanced $A$-extension.

The proof of Theorem 2.1 is inductive, the idea being that at each stage an extremely balanced hypergraph is adjoined. The existence of such a hypergraph is the subject of Theorem 2.6, which will be proved first.

Lemma 2.3. If $G$ is a connected r-uniform hypergraph with $v$ vertices and edges then $(r-1) e \geqq v-1$.
Proof. Proceeding by induction on the number of edges, let $H$ be a connected subhypergraph induced by $e-1$ edges of $G$. Then $(r-1)(e-1) \geqq v(H)-1$. Since $G$ is connected, adding the last edge yields $r-1 \geqq v(G)-v(H)$. Hence $(r-1) e \geqq$ $\geqq v-1$.

Call an $r$-uniform hypergraph $G$ strongly balanced if

$$
\frac{e(H)}{v(H)-1}<\frac{e(G)}{v(G)-1}
$$

for all non-trivial $(v(G)>1)$ subhypergraphs $H$ of $G$. Note that if $G$ is strongly balanced, then $G$ is balanced, but not necessarily the converse. Let

$$
m=\max _{H \subseteq G} \frac{e(H)}{v(H)}
$$

be called the degree of $G$ and

$$
m^{*}=\max _{H \subseteq G} \frac{e(H)}{v(H)-1}
$$

the strong degree. Note that $m$ differs from $m(G)$ by a factor of $r$. For many applications it is convenient to work with a deficit function rather than the degree. For a hypergraph $H$ consider a function $f(H)$ which is a linear function in $v(H)$ and $e_{i}(H), i=1,2, \ldots$. It is easily checked that $f$ is modular in the sense that for any two hypergraphs $H, H^{\prime}$

$$
f\left(H \cup H^{\prime}\right)=f(H)+f\left(H^{\prime}\right)-f\left(H \cap H^{\prime}\right)
$$

By union and intersection of $H$ and $H^{\prime}$ we mean the hypergraphs whose vertex and edge sets are the union and intersection, resp. of the vertex and edge sets of $H$ and $H^{\prime}$. The following examples of such linear functions play an important role in this paper and are called deficit functions. For any real number $a$ let

$$
\begin{aligned}
& f_{a}(H)=a v(H)-\Sigma i e_{i}(H) \\
& g_{a}(H)=a v(H)-e(H) \\
& h_{a}(H)=a(v(H)-1)-e(H)
\end{aligned}
$$

The next two lemmas are direct consequences of the modularity of these deficit functions.

Lemma 2.4. (a) $A$ hypergraph $G$ is balanced with $m(G)=a$ if and only if $f_{a}(G)=0$ and $f_{a}(H) \geqq 0$ for all connected subhypergraphs $H$ of $G$.
(b) An r-uniform hypergraph $G$ is balanced with $m=a$ if and only if $g_{a}(G)=0$ and $g_{a}(H) \geqq 0$ for all connected subhypergraphs $H$ of $G$.
(c) An r-uniform hypergraph $G$ is strongly balanced with $m^{*}=a$ if and only if $h_{a}(G)=0$ and $h_{a}(H) \geqq 0$ for all subhypergraphs $H$ of $G$ that cannot be expressed as $H_{1}>H_{2}$ where $H_{1} \cap H_{2}$ is a single vertex.

Lemma 2.5. (a) If $G$ is a balanced hypergraph then each connected component $G_{l}$ of $G$ is balanced and $d\left(G_{i}\right)=d(G)$.
(b) If $G$ is a strongly balanced uniform hypergraph then $G$ is connected. Moreover, if $G=G_{1} \cup G_{2}$ and $G_{1} \cap G_{2}$ consists of a single vertex, then $G_{1}$ and $G_{2}$ are strongly balanced and have the same strong degree as $G$.

Given a hypergraph $G$ we will often make use of the subhypergraph

$$
\bar{G}=\bigcup_{\substack{H \subseteq G \\ f(\bar{H})=0}} H
$$

where $f(H)=m(G) v(H)-\Sigma i e_{i}(H)$. By the modularity of $f, f(\bar{G})=0$. In other words $\bar{G}$ is the unique largest subhypergraph of $G$ with maximum average degree.
Theorem 2.6. For $r \geqq 2$ there exists a strongly balanced r-uniform hypergraph with $v$ vertices and e edges if and only if

$$
0<\frac{v-1}{r-1} \leqq e \leqq\left(\frac{v}{r}\right) .
$$

Proof. The necessity of the inequality follows from Lemmas 2.3 and 2.5b. The proof in the other direction is by induction on $v$. The result is trivially true for the hypergraph with $v=2$. Assume the theorem is true for all uniform hypergraphs with $n=v-1$ vertices. The graph case $r=2$ is proved in [4, Theorem 1]; so $r \geqq 3$ may be assumed. Four cases are considered separately.
Case 1. $e=n /(r-1)$. Let $G$ be the unique path with $e$ edges of size $r$ and $n$ vertices.
Case 2. $n /(r-1)<e \leqq n /(r-2)$. Partition $n$ vertices into $e$ sets $E_{1}^{\prime}, E_{2}^{\prime}, \ldots, E_{e}^{\prime}$ of sizes $r-1$ or $r-2$, the sets of size $r-2$ being exactly those $E_{i}^{\prime}$ with $i \in R=\{j:[j(x / e)]>$ $>[(j-1) x / e], j=1, \ldots, e\}$ where $x=e(r-1)-n$. Note that $x \geqq 1$ and $e-x \geqq 0$ and that there are $x$ sets of size $r-2$ and $e-x$ of size $r-1$.

Adjoin a new vertex $v_{0}$; let $u_{i}$ be any vertex in $E_{i}^{\prime}$ and let

$$
E_{i}=\left\{\begin{array}{lll}
E_{i}^{\prime} \cup\left\{u_{i+1}\right\} & \text { if } & \left|E_{i}^{\prime}\right|=r-1 \\
E_{i}^{\prime} \cup\left\{u_{i+1}\right\} \cup\left\{v_{0}\right\} & \text { if } & \left|E_{i}^{\prime}\right|=r-2
\end{array}\right.
$$

where addition in the index is modulo $e$. The edges $E_{i}$ form an $r$-uniform hypergraph $G$ with $v=n+1$ vertices. By Lemma 2.4 c , to prove that $G$ is strongly balanced it is sufficient to check that $h_{a}(H) \geqq 0$ with $a=e / n$ and where $H$ consists of $e^{\prime}<e$ edges with consecutive indices $(\bmod e)$ starting with say $N+1$. Note that for any such $e^{\prime}$ edges, less than $e^{\prime} x / e+1$ of them have indices in $R$. This is because the number of such integers in $R$ is exactly the number of integers $j$ such that $N(x / e)<$ $<j \leqq\left(N+e^{\prime}\right) x / e$. There are less than $e^{\prime} x / e+1=\left(N+e^{\prime}\right) x / e-N(x / e)+1$ such $j$. Now

$$
h_{a}(H) \geqq \frac{e}{n}\left(e^{\prime} r-\left(e^{\prime}-1\right)-\left(\frac{e^{\prime} x}{e}+1\right)\right)-e^{\prime}=\frac{e^{\prime}}{n}(e r-e-x-n)=0 .
$$

Case 3. C

$$
\frac{n-1}{r-2} \leqq e \leqq\binom{ n}{r-1}
$$

By the induction hypothesis let $G_{0}$ be an $(r-1)$-uniform hypergraph with $n$ vertices and $e$ edges. Let $G$ be the $r$-uniform hypergraph formed by adjoining one vertex $v_{0}$ to $G_{0}$ and letting the edge set be $\left\{E \cup\left\{v_{0}\right\} \mid E \in E\left(G_{0}\right)\right\}$. It is easy to verify that $G$ is a strongly balanced $r$-uniform hypergraph with $v$ vertices and $e$ edges.

Case 4.

$$
\binom{n}{r-1} \leqq e \leqq\binom{ n+1}{r}
$$

By induction let $G_{1}$ be a strongly balanced ( $r-1$ )-uniform hypergraph with $n$ vertices and $e_{1}$ edges, where

$$
e_{1}=\max \left\{\frac{n-1}{r-2}, \quad \frac{e}{n}, \quad e-\binom{n}{r}\right\} .
$$

For this to be possible it must be verified that $\frac{n-1}{r-1} \leqq e_{1} \leqq\binom{ n}{r-1}$, which is routine. Similarly let $G_{2}$ be an $r$-uniform hypergraph with the same $n$ vertices as $G_{1}$ and with $e_{2}$ edges where $e_{2}=e-e_{1}$. This ispossi ble because $\frac{n-1}{r-1} \leqq e_{2} \leqq\binom{ n}{r}$. Now let $G$ be the $r$-uniform hypergraph formed by adding one vertex $v_{0}$ to the vertex set of $G_{1}$ and $G_{2}$ and letting the edge set be

$$
\left\{E \cup\left\{v_{0}\right\} \mid E \in E\left(G_{1}\right)\right\} \cup E\left(G_{2}\right)
$$

It is again routine to verify that $G$ is a strongly balanced $r$-uniform hypergraph with $v$ vertices and $e$ edges.
Lemma 2.7. (a) For any non-balanced hypergraph, $m(G)>1$. (b) For any $r$-uniform hypergraph with a cycle, $m(G) \geqq r /(r-1)$.
Proof. (a) Let $G^{\prime}$ be a subhypergraph of $G$ with $m(G)=d\left(G^{\prime}\right)$ and at least two edges. By Lemma 2.4a, $G^{\prime}$ may be assumed connected. Then $v\left(G^{\prime}\right) \leqq \Sigma i e_{i}\left(G^{\prime}\right)-1$.
(b) Let $C$ be a cycle in $G$. Then

$$
m(G) \geqq d(C) \geqq \frac{r e(C)}{r e(C)-e(C)}=\frac{r}{r-1}
$$

Proof of Theorem 2.1. Consider separately the case of an $r$-uniform hypergraph $G$ containing no cycle. If $G$ is connected, then $G$ is already balanced. If not, add edges of size $r$ to appropriate components so that $r e\left(G_{i}\right) / v\left(G_{i}\right)=m(G)$ on each component $G_{i}$ of $G$. Then the resulting $r$-uniform hypergraph is balanced.

Throughout the proof below $r$-uniform hypergraphs are assumed to have a cycle and parts (a) and (b) are proved simultaneously. Let $G$ be a ( $r$-uniform) hypergraph. Let $m(G)=p^{\prime} / q^{\prime}\left(m=p / q\right.$ in the uniform case), $\left(p^{\prime}, q^{\prime}\right)=1,(p, q)=1$. In the uniform case let $s=r$; otherwise choose $s$ so large that $m(G) \geqq s /(s-1)$ and
$\left(p^{\prime}, s\right)=1$. This is possible by Lemma 2.7a. We will construct a sequence of uniform ( $r$-uniform) extension $G \subset G_{1} \subset \ldots \subset G_{t}$ such that $m(G)=m\left(G_{1}\right)=\ldots=m\left(G_{t}\right)$ and

$$
\begin{equation*}
v\left(G_{i}\right)-v\left(\bar{G}_{i}\right)<v\left(G_{i-1}\right)-v\left(\bar{G}_{i-1}\right), \quad i=1, \ldots, t, \quad G_{0}=G, \tag{1}
\end{equation*}
$$

where $t$ is the least index for which $G_{t}=\bar{G}_{t}$, i.e. $G_{t}$ is balanced. Below we describe only the construction of $G_{1}$. The next steps are similar. Let $f^{*}=$ $=\min \{f(H): H \subseteq G, f(H)>0\}$ and $f\left(G^{*}\right)=f^{*}$, where $f(H)=m(G) v(H)-\sum_{i} i e_{i}(H)$. Note that $m(G) \geqq f^{*}>0$. The first inequality comes from considering a subhypergraph $H$ obtained from $\bar{G}$ by adding an isolated vertex. By the modularity of $f$ we may assume, without loss of generality, that $G^{*} \supset \bar{G}$. Consider the equation

$$
\begin{equation*}
m(G) v-s e=m(G)-f^{*} \tag{2}
\end{equation*}
$$

in integer variables $v, e$. If $G$ is $r$-uniform, then dividing equation (2) by $r$ and clearing fractions we obtain

$$
\begin{equation*}
q c-p(v-1)=l \tag{3}
\end{equation*}
$$

where $l$ is an integer. Otherwise equation (2) takes the form

$$
\begin{equation*}
q^{\prime} s e-p^{\prime}(v-1)=l^{\prime} \tag{4}
\end{equation*}
$$

where $l^{\prime}$ is an integer. Both equations (3) and (4) have integer solutions ( $v, e$ ) satisfying

$$
\begin{equation*}
\frac{v-1}{s-1} \leqq e \leqq\left(\frac{v}{s}\right) \tag{5}
\end{equation*}
$$

Concerning $e \leqq\binom{ v}{s}$, equation (2) implies $e \leqq m(G) v / s$, and $m(G) v / s \leqq\binom{ v}{s}$ for sufficiently large $v$. Note that $v$ can be chosen arbitrarily large because if ( $v, e$ ) is a solution of (3) or (4), then so is ( $v+k q, e+k p$ ) or ( $v+k s q^{\prime}, e+k p^{\prime}$ ), resp. Concerning the inequality $e \geqq(v-1) /(s-1)$ equation (2) and the choice of $s$ imply $e \geqq m(G)(v-1) / s \geqq(v-1) /(s-1)$. If $G$ is $r$-uniform, then the above inequality holds with $s=r$ using Lemma 2.7b. Now assume that $v, e$ are chosen to satisfy (2) and (5). By Theorem 2.6 there is an $s$-uniform strongly balanced hypergraph $B$ with $v$ vertices and $e$ edges. Let $G_{1}$ be the hypergraph obtained by adjoining $B$ to $G$ so that $V(B) \cap$ $\cap V(G)=\{x\}$, where $x \in V\left(G^{*}\right)-V(\bar{G})$. Equation (2) is now equivalent to

$$
f\left(B \cup G^{*}\right)=f(B)+f\left(G^{*}\right)-f(\{x\})=0
$$

Thus $\bar{G}_{1} \supseteq B>G^{*}$ and so (1) holds. It only remains to show that for every $H_{0} \subset G_{1}$ with $B_{0}=H_{0} \cap B \neq \emptyset, f\left(H_{0}\right) \geqq 0$. Let $v_{0}=v\left(B_{0}\right)$ and $e_{0}=e\left(B_{0}\right)$. Because $B$ is strongly balanced, $e_{0} /\left(v_{0}-1\right)<e /(v-1)$, which in turn, implies that $s\left(e-e_{0}\right) /\left(v-v_{0}\right)>$ $>s e /(v-1)>m(G)$; the last inequality follows from (2). Thus $f\left(B_{0}\right)>f(B) \geqq 0$; the last inequality follows again from (2). If $G_{0}=H_{0} \cap G \varsubsetneqq \bar{G}$ then $f\left(G_{0}\right) \geqq f\left(G^{*}\right)$. Therefore in this case

$$
f\left(H_{0}\right)=f\left(B_{0}\right)+f\left(G_{0}\right)-f\left(B_{0} \cap G_{0}\right)>f(B)+f\left(G^{*}\right)-m(G)=0
$$

by (2). If $G_{0} \subseteq \bar{G}$, then $f\left(H_{0}\right)=f\left(B_{0}\right)+f(\bar{G}) \geqq f(B) \geqq 0$.

## 3. Balanced extensions of graphs

The subject of this and the next section is the minimum number of vertices, ext $(G)$, in a graph that is a balanced extension of a given graph $G$. Let $n$ denote the number of vertices of $G$. In Theorem 3.2 we prove ext $(G) \leqq(1+\varepsilon) n^{2} / 4$. At first this seemed an extremely high estimate and a bound of the form cn was conjectured. However the graph in Fig. 3 with $n$ vertices - consisting of an $n_{1}$-cycle, $n_{1}=[n / 2]$, a chord and $n_{2}$ pendant edges, $n_{2}=[n / 2]$, is a counterexample. If this graph is denoted by $G_{n}$, then $\operatorname{ext}\left(G_{n}\right)>n^{2} / 8$ is also proved in Theorem 3.2.


Fig. 3

Lemma 3.1. Let $G$ be a connected graph and $S$ a subset of $V(G)$ with $|S|>1$ such that the distance between any two vertices of $S$ is at least $d$. Then $v(G) \geqq d|S| / 2$. Proof. For vertex $x \in S$ let $N(x)=\{y: d(x, y)<d / 2\}$. Then the $N(x)$ are disjoint and $|B(x)| \geqq d / 2$. Therefore $v(G) \geqq \sum_{x \in S}|N(x)| \geqq d|S| / 2$.

Recall that

$$
a_{n}=\max _{v(G)=n} \operatorname{ext}(G)
$$

Theorem 3.2. For any $\varepsilon>0$ and $n$ sufficiently large

$$
\frac{n^{2}}{8}<a_{n}<\left(\frac{1+\varepsilon}{4}\right) n^{2}
$$

Proof. Concerning the lower bound, let $G_{n}$ be the graph on Fig. 3, $\Theta$ the subgraph consisting of the $n_{1}$-cycle and chord and $V$ the set of pendant vertices of $G_{n}$. Let $F$ be any balanced extension of $G_{n}, E$ the set of edges in $F-\Theta$ that have a vertex in $\Theta$, and $C_{1}, C_{2}, \ldots$ the connected components of $F-E$. Further let $V_{i}=V \cap V\left(C_{i}\right)$. Consider the case when $\left|V_{i}\right|=1$. Then $C_{i}$ either contains a cycle or has a vertex in common with an edge in $E$. Otherwise $F$ has a pendant edge $y$ and $e(F-y) / v(F-y)>$ $>e(F) / v(F)$ contradicting the balance of $F$. Now $F$ must contain a subgroup $H$ of the form in Fig. 4a or b. In either case

$$
\frac{n_{1}+1}{n_{1}}=\frac{1}{2} m\left(G_{n}\right) \geqq \frac{n_{1}+v+2}{n_{1}+v}
$$

where $n_{1}+v$ is the number of vertices in $H$. This implies $v\left(C_{i}\right) \geqq v \geqq n_{1}$. Next consider the $\left|V_{i}\right| \geqq 2$. Then for any pair $x, y$ of vertices of $V_{i}, F$ has a subgraph of the form in Fig. 4c. As above $\left(n_{1}+1\right) / n_{1}>\left(n_{1}+v+2\right) /\left(n_{1}+v\right)$ and hence $d(x, y) \geqq$
$\geqq v-1 \geqq n_{1}-1$. Therefore by Lemma $3.1 v\left(C_{i}\right) \geqq\left|V_{i}\right|\left(n_{1}-1\right) / 2$. Summing we have

$$
v(F) \geqq \frac{n_{2}\left(n_{1}-1\right)}{2}+n_{1} \geqq \frac{n^{2}+2 n+8}{8} .
$$
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Concerning the upper bound, choose any $\varepsilon>0$ and consider two cases: $m(G) \geqq \varepsilon n$ and $m(G)<\varepsilon n$. In the first case let $\bar{G}$ be as in Section 2. If $\bar{v}=v(\bar{G})$ and $\bar{e}=e(\bar{G})$, then $\bar{e} \leqq\binom{\bar{v}}{2}$ implies $\bar{v}>\varepsilon n$ and hence $e(G) \geqq \bar{e}>\bar{v} m(G) / 2>\varepsilon^{2} n^{2} / 2$. Now Theorem 4.2 of Section 4 applies yielding ext $(G)<c n$. (For clarity of exposition, Theorem 4.2 is stated in the next section.) In the other case, $m(G)<\varepsilon n$, consider the equation

$$
\begin{equation*}
m(v-1)-e=-g^{*} \tag{1}
\end{equation*}
$$

where $g^{*}=\min \left\{g_{m}(H): H \subset G, g_{m}(H)>0\right\}$ and $m$ and $g_{m}$ are defined in Section 2, i.e. $m=m(G) / 2$. Note that, as in the proof of Theorem 2.1, $m \geqq g^{*}>0$. Letting $m=p / q$ and $g^{*}=t / q,(p, q)=1$

$$
\begin{equation*}
q e-p v=t-p \tag{2}
\end{equation*}
$$

Note that $q \leqq \bar{v}$. Using the construction of the balanced extension $F$ of $G$ in Theorem 2.1

$$
\begin{equation*}
v(F) \leqq(n-\bar{v}) v^{*}+\bar{v} \tag{3}
\end{equation*}
$$

where $\left(v^{*}, e^{*}\right)$ is the smallest solution of equation (1) satisfying $v^{*}-1 \leqq e^{*} \leqq\binom{ v^{*}}{2}$. If $m \geqq 1$ any solution ( $v, e$ ) of equation (1) satisfies $v-1 \leqq e$. If $m<1$, then $G$ is a tree and is already balanced. Note also that for every solution of (1) with $v \geqq 2 m+1$ we have $e \leqq m v \leqq\binom{ v}{2}$; where the first inequality is a consequence of (1). If ( $v, e$ ) is any solution of (2) then so is $(v+s q, e+s p)$. Hence

$$
\begin{equation*}
v^{*} \leqq 2 m+q<\varepsilon n+q . \tag{4}
\end{equation*}
$$

From (3) we have $v(F) \leqq(n-q)(\varepsilon n+q)+n$, which is maximum when $q=n(1-\varepsilon) / 2$ and $v(F) \leqq n^{2}(1+\varepsilon)^{2} / 4$.

## 4. Balanced extensions of dense graphs

In the previous section it was shown that

$$
\frac{n^{2}}{8}<a_{n}<\left(\frac{1+\varepsilon}{4}\right) n^{2}
$$

Despite this result it seems that dense graphs have balanced extensions with less than order $n^{2}$ vertices. In private communication, P. Erdős conjectured that if $G$ has at least $c n^{2}$ edges, then $G$ has a balanced extension with $c^{\prime} n$ vertices. This is the content of the following Theorem 4.2. The graphs $G$ in Section 3, for which ext $(G)>n^{2} / 8$, have degree $d(G)=2(1+1 / n)$. Theorem 4.2 does not apply in this case because the hypothesis of this theorem is $d(G)>c n$. The following question, stated in Problem 1.1 in the introduction, remains open: For sufficiently large graphs $G$ with $d(G) \geqq c>2$, is it always true that ext $(G) \leqq c^{\prime} n$ ?

The following lemma is used in the proof of Theorem 4.2. From Section 2 recall the deficit function $g(H)=m v(H)-e(H)$ where $m=e(G) / v(G)$.

Lemma 4.1. If $G$ is a graph such that joining two vertices of $G$ by an edge results in a subgraph $H$ with $g(H) \leqq 0$, then $g(G) \leqq v(G)-v(\bar{G})$.

Proof. Assume $G$ is such a graph. Let $H_{0}=\bar{G}$ and let $H_{i}$ minimize $g$ over all subgraphs of $G$ properly containing $H_{i-1}, i=1,2, \ldots$. Then $H_{j}=G$ for some $j \leqq v(G)-$ $-v(\bar{G})$. We prove by induction on $i$ that $g\left(H_{i}\right) \leqq i$. Trivially $g\left(H_{0}\right)=0$. Assume $g\left(H_{i}\right) \leqq i$. Adding an edge $u$ to $G$ with at least one end in $V\left(H_{i+1}\right)-V\left(H_{i}\right)$, which is always possible, must result in a subgraph $N+u$ of $G+u$ with $g(N+u) \leqq 0$. This means that $g(N) \leqq 1$ and $g\left(H_{i+1}\right) \leqq g\left(H_{i} \cup N\right) \leqq g\left(H_{i}\right)+g(N) \leqq i+1$.

Theorem 4.2. If a graph $G$ has $n$ vertices and more than $c n^{2}$ edges, $0<c<1 / 2$, then there is a balanced extension of $G$ with less than $c^{\prime} n$ vertices where the constant $c^{\prime}$ depends only on $c$.

Proof. The idea of the proof below is to first construct a sequence of graphs $G=F_{0} \subset$ $\subset F_{1} \subset F_{2} \subset \ldots \subset F_{t}$ such that
(i) $m\left(F_{0}\right)=m\left(F_{1}\right)=\ldots=m\left(F_{t}\right)$
(ii) $v\left(F_{i}\right)-v\left(F_{i-1}\right)<2 n \quad i=1,2, \ldots, t-1$

$$
v\left(F_{t}\right)-v\left(F_{t-1}\right)<\frac{5}{2} n
$$

(iii) $v\left(F_{t}\right)-v\left(\bar{F}_{t}\right)<c_{1}, \quad c_{1}$ constant.
(iv) $t \leqq c_{2}, \quad c_{2}$ constant.

Next the construction of Theorem 2.1b (applied to graphs) is used with at most $c_{1}$ steps. We claim
(v) Eeach such step increases the total number of vertices by less than $2 n$.

Now the resulting balanced extension $F$ of $G$ is such that

$$
v \backslash F) \leqq v(G)+\sum_{i=1}^{t}\left[v\left(F_{i}\right)-v\left(F_{i-1}\right)\right]+2 c_{1} n \leqq n+2 c_{2} n+\frac{1}{2} n+2 c_{1} n<c^{\prime} n
$$

for a constant $c^{\prime}$.
The construction of $F_{1}$ is as follows (the construction of the other $F$ is the same). Recall $m=e(G) / v(G)=p / q,(p, q)=1$ and let $d=\lfloor m\rfloor$. Suppose there is a set $S \subseteq V(G)-V(\bar{G})$ with $|S|=d$. Without loss of generality it may be assumed from Lemma 4.1 that

$$
\begin{equation*}
g(G) \leqq v(G)-v(\bar{G}) . \tag{1}
\end{equation*}
$$

Adjoin to $G$ a set $W$ consisting of $d$ new vertices, and join each vertex of $W$ to all vertices of $S$. Call the graph obtained $G_{0}$. To $G_{0}$ add a new vertex $u_{1}$ and join it to all vertices of $W$. If

$$
\varepsilon_{1}=\min _{H \leqq G_{0}} g\left(H+u_{1}\right) \geqq 1,
$$

(where $H+u_{1}$ denotes the induced subgraph) the join $u_{1}$ to any point in $\bar{G}$, thereby reducing $\varepsilon_{1}$ by1. Denote by $G_{1}$ the graph induced by $G_{0}$ and $u_{1}$. Note that $m\left(G_{1}\right)=$ $=m\left(G_{0}\right)=m(G)$. If still $\varepsilon_{1} \geqq 1$ add a new vertex $u_{2}$ and join it to all vertices of $W$ and to any vertex in $\bar{G}$. If

$$
\varepsilon_{2}=\min _{H \subseteq G_{0}} g\left(H+u_{1}+u_{2}\right) \geqq 1
$$

add an edge from $u_{2}$ to $u_{1}$, thereby reducing $\varepsilon_{2}$ by 1 . Let $G_{2}$ denote the graph induced by $G_{1}$ and $u_{2}$. Continue adding new vertices $u_{3}, u_{4}, \ldots$ joining each to all vertices in $W$, to a vertex in $\bar{G}$ and possibly joining $u_{i}$ to $u_{i-1}$, until for some $j$ we have $\varepsilon_{j}<1$. For the resulting graph $G_{j}$ we have $m\left(G_{j}\right)=m(G)$ because, for any subgraph $H \cong G_{j}$, $g(H) \cong g\left(H \cap G_{0}\right) \cong 0$ if $|V(H) \cap W| \leqq d-2$ and

$$
g(H) \geqq g(H \cup \bar{G}) \geqq g\left((H \cup \bar{G})+u_{1}+\ldots+u_{s}\right) \geqq 0
$$

if $|V(H) \cap W| \cong d-1$ and $u_{s}$ is the last $u_{i}$ in $H$. Using equation (1) we obtain

$$
\begin{gathered}
0 \leqq g\left(G_{0}+u_{1}+\ldots+u_{j}\right) \leqq g\left(G_{0}\right)+(m-d) j-(2 j-2)= \\
=g(G)+d(m-d)+(m-d) j-(2 j-2) \leqq \\
\leqq v(G)-v(\bar{G})+d+(m-d) j-(2 j-2)
\end{gathered}
$$

which implies

$$
\begin{equation*}
j \leqq \frac{v(G)-v(\bar{G})+d+2}{2-(m-d)} \leqq v(G)-\bar{v}(G)+d+2 . \tag{2}
\end{equation*}
$$

Let $H$ denote a subgraph that realizes the minimum, i.e. $g(H)=\varepsilon_{j}$ and let $H=H^{*}+$ $+W^{*}+u_{1}+\ldots+u_{j}$ where $H^{*}=H \cap G$ and $W^{*}=V(H) \cap W$. Note that by the modularity of $g$ we may assume that $\bar{G} \cong H$. Now

$$
\begin{equation*}
\left|W^{*}\right| \geqq d-1 ; \tag{3}
\end{equation*}
$$

otherwise $1 \leqq g\left(H^{*}+W^{*}\right)+1 \leqq g\left(H^{*}+W^{*}+u_{1}\right) \leqq g(H)<1$. Also if $s=|V(H) \cap S|$ then $1>g(H) \geqq g\left(H^{*}\right)+\left|W^{*}\right|(m-s)+j\left(m-\left|W^{*}\right|\right)-(2 j-1)$ which, with equations (2) and (3) implies

$$
\begin{equation*}
d-s \leqq \frac{v(G)-v(\bar{G})}{d}+\frac{2}{d}+1 . \tag{4}
\end{equation*}
$$

Note that $\binom{v(\bar{G})}{2} / v(\bar{G})>e(\bar{G}) / v(\bar{G})=m, \quad$ i.e.

$$
\begin{equation*}
v(\bar{G}) \geqq 2 m+1 \tag{5}
\end{equation*}
$$

Together with inequality (4) this implies $d-s<(n+1) / d$. Also by the assumption of the theorem

$$
\begin{equation*}
d>m-1 \geqq \frac{e(G)}{v(G)}-1>c n-1 \tag{6}
\end{equation*}
$$

so if $n>\frac{1}{c}$ then

$$
\begin{equation*}
d-s<\frac{n+1}{c n-1}<c_{1} \tag{7}
\end{equation*}
$$

where $c_{1}$ is constant. Note that (6) implies $s \geqq 1$ for $n>c_{1} / c$. Now continue the construction of $F_{1}$. Referring to inequality (3) let $W_{0}$ be any ( $d-1$ )-element subset of $W$ if $\left|W^{*}\right|=d$ and take $W_{0}=W^{*}$ if $\left|W^{*}\right|=d-1$. Add a vertex $u_{j+1}$ to $G_{j}$ and join it to all vertices of $W_{0}$ and to $u_{j}$. If $f\left(H+u_{j+1}\right) \geqq 1$ add an edge from $u_{j+1}$ to any vertex in $\bar{G}$. Let $G_{j+1}=G_{j}+u_{j+1}$. Continue adding vertices $u_{j+2}, u_{j+3}, \ldots$, joining each $u_{i}$ to each vertex of $W_{0}$ and to $u_{i-1}$ and possibly to a vertex in $\bar{G}$, forming $G_{i}$. Repeat until, for some $l, g\left(H+u_{j+1}+\ldots+u_{i}\right)=0$. If $\varepsilon_{j}=a / q$ and $m-d=b / q$ then the number of steps $l-j$ in the above procedure is the least positive solution to the congruence $a+x b \equiv 0(\bmod q)$. Since $(b, q)=1$ we have

$$
\begin{equation*}
l-j<q \tag{8}
\end{equation*}
$$

Take $F_{1}=G_{l}$. This completes the construction. We now substantiate the claims (i)-(v) made at the beginning of the proof. First, $m\left(F_{1}\right)=m(G)$ is equivalent to $g\left(H^{\prime}\right) \geqq 0$ for all subgraphs $H^{\prime}$ of $F_{1}$. For $H^{\prime} \cong G_{0}$ this is obvious. By induction assume that for any $H^{\prime} \cong G_{i}, H^{\prime} \subseteq G_{0}$. we have $g\left(H^{\prime}\right) \geqq g\left(H+u_{j+1}+\ldots+u_{i}\right) \geqq 0$. Then for any $H^{\prime \prime} \subseteq G_{i+1}$ we have $g\left(H^{\prime \prime}\right)=g\left(H^{\prime}+u_{j+1}+\ldots+u_{i+1}\right) \geqq 0$, where $H^{\prime} \subseteq G_{i}$, and the claim is proved. Second, by the construction

$$
\begin{equation*}
v\left(F_{1}\right)-v(G)=d+j+(l-j) \leqq d+v(G)-v(\bar{G})+d+1+q-1, \tag{9}
\end{equation*}
$$

the inequality following from (2) and (8). Using (5) and $q \leqq n$ we have $v\left(F_{1}\right)-$ $-v\left(F_{0}\right) \leqq 2 n$. Third, by the construction and (6) and (7)

$$
\begin{align*}
v\left(F_{1}\right)-v\left(\bar{F}_{1}\right) & \leqq v(G)-v(\bar{G})-s  \tag{10}\\
& <v(G)-v(\bar{G})-\left(d-c_{1}\right) \\
& \leqq v(G)-v(\bar{G})-c n+c_{1} .
\end{align*}
$$

In particular for $n>c_{1} / c, v(G)-v(\bar{G})$ is decreased by at least $d-c_{1}>0$. This allows the estimates (2), (4) and (9) to hold for the subsequent constructions of
$F_{2}, F_{3}, \ldots, F_{t-1}$ where $t$ is defined as follows. Take $t$ to be the least integer such that

$$
v\left(F_{t-1}\right)-v\left(\bar{F}_{t-1}\right)<d .
$$

By (10) this can be accomplished with $t-1<[1 / c]=c_{2}$. To construct $F_{t}$ add $d-\left(v\left(F_{t-1}\right)-v\left(\bar{F}_{t-1}\right)\right)$ new vertices to $F_{t-1}$, and call the resulting graph $F^{\prime}$. Notice that $F^{\prime}$ can be extended to a graph $F^{\prime \prime}$, satisfying Lemma 4.1 (by adding edges only) and such that $\bar{F}^{\prime \prime}=\bar{F}^{\prime}$. Now proceed exactly as in the construction of $F_{1}$ above to obtain $F_{t}$. By the second line of (10) $v\left(F_{t}\right)-v\left(\bar{F}_{t}\right)<c_{1}$. Claim (v) follows from the left side of (4) in the proof of Theorem 3.2 and (5) above.

For a graph $G$ call a balanced extension $F$ induced if $G$ is an induced subgraph of $F$. The proof of Theorem 1 in [4] confirms that every graph $G$ has an induced balanced extension $F$ with $v(F) \leqq c n^{2}$ where $n=v(G)$.

Problem 4.3. Does Theorem 4.2 remain valid for induced extensions?
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