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AN AFFINE-SCALING INTERIOR-POINT METHOD FOR
CONTINUOUS KNAPSACK CONSTRAINTS WITH APPLICATION

TO SUPPORT VECTOR MACHINES∗
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Abstract. An affine-scaling algorithm (ASL) for optimization problems with a single linear
equality constraint and box restrictions is developed. The algorithm has the property that each iterate
lies in the relative interior of the feasible set. The search direction is obtained by approximating the
Hessian of the objective function in Newton’s method by a multiple of the identity matrix. The
algorithm is particularly well suited for optimization problems where the Hessian of the objective
function is a large, dense, and possibly ill-conditioned matrix. Global convergence to a stationary
point is established for a nonmonotone line search. When the objective function is strongly convex,
ASL converges R-linearly to the global optimum provided the constraint multiplier is unique and
a nondegeneracy condition holds. A specific implementation of the algorithm is developed in which
the Hessian approximation is given by the cyclic Barzilai-Borwein (CBB) formula. The algorithm is
evaluated numerically using support vector machine test problems.
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1. Introduction. In this paper we develop an interior-point algorithm for a
box-constrained optimization problem with a linear equality constraint:

(1.1) min f(x) subject to x ∈ R
n, l ≤ x ≤ u, aTx = b.

Here f is a real-valued, continuously differentiable function, a ∈ R
n, a �= 0, b ∈ R

1,
and l < u with possibly, li = −∞ or ui = ∞. We refer to the constraints in (1.1)
as knapsack constraints since they represent a continuous version of the constraints
which arise in the discrete knapsack problem. Initially, to simplify the exposition, we
focus on the special case u = ∞ and l = 0:

(1.2) min f(x) subject to x ∈ F ,
where

(1.3) F = {x ∈ R
n : x ≥ 0, aTx = b}.

The gradient projection algorithm can be applied to (1.2) since the projection
on the feasible set (1.3) can be evaluated quickly. A general framework for a non-
monotone spectral gradient projection algorithm is developed by Birgin, Mart́ınez,

∗Received by the editors July 27, 2009; accepted for publication (in revised form) February 2,
2011; published electronically March 17, 2011. This material is based upon work supported by the
National Science Foundation under grants 0619080, 0620286, and 1016204, by the Office of Naval
Research under grant N00014-11-1-0068, and by the Universidad Simón Boĺıvar.
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and Raydan in [4, 5, 6, 7], while Dai and Fletcher [17] develop a version tailored to
a knapsack constraint such as (1.3). In this paper, we develop a new affine-scaling
algorithm, denoted ASL, tailored to the knapsack constraint (1.3), and compare it
to the algorithm of Dai and Fletcher. Our algorithm is an extension of an earlier
affine-scaling algorithm [34] for box-constrained optimization. The algorithm starts
at a point x1 in the relative interior of the feasible set F and generates a sequence
xk, k ≥ 2 by the following rule:

(1.4) xk+1 = xk + skdk,

where sk ∈ (0, 1] is a positive stepsize, and the ith component of dk is given by

(1.5) dki = −
(

1

λk +∇xLi(xk, μk)+/xki

)
∇xLi(xk, μk).

Here L : Rn × R → R is the Lagrangian defined by

L(x, μ) = f(x) + μ(b− aTx),

and∇xLi is the ith component of the gradient of L with respect to variable x. In (1.5),
λk is a positive scalar, t+ = max{0, t} for any scalar t, and the parameter μk is chosen
so that aTdk = 0. We give numerical results for a specific implementation of ASL in
which λk is computed using a cyclic version of the Barzilai-Borwein (CBB) stepsize
rule [3, 18]. In the CBB method, the same BB step is reused in several iterations.
Since the BB method does not monotonically reduce the value of the cost function, a
nonmonotone line search is needed to ensure that the stepsize in the line search is 1
when the iterates converge [18, 19, 54].

We now motivate the search direction dk in (1.5). The first-order optimality
conditions (KKT conditions) for (1.2) can be expressed as

(1.6) X1(x, μ) ◦ ∇xL(x, μ) = 0, aTx = b, x ≥ 0,

where

(1.7) X1
i (x, μ) =

{
1 if ∇xLi(x, μ) ≤ 0,
xi otherwise.

Here “◦” denotes the Hadamard (or componentwise) product of two vectors. That is,
if x,y ∈ R

n, then x ◦ y ∈ R
n and (x ◦ y)i = xiyi, where xi is the ith component

of x. The parameter μ is the Lagrange multiplier associated with the linear equality
constraint. For a convex optimization problem, the KKT conditions (1.6) are necessary
and sufficient for optimality. Our algorithm amounts to an iterative method for solving
(1.6).

The ASL iterates are chosen to lie in the relative interior of the feasible set F in
(1.3). Let xk denote the current iterate, and let us substitute xk+1 = xk +dk in (1.6)
and linearize around xk to obtain

(1.8) H(xk, μ)dk = −X1(xk, μ) ◦ ∇L(xk, μ), aTdk = 0,

where

(1.9) H(xk, μ) = diag(X1(xk, μ))∇2f(xk) + diag(∇xL(xk, μ)
+).
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Here diag(x) is an n by n diagonal matrix with ith diagonal element xi. In situations
where ∇2f(x) is a huge, dense matrix, it can be time consuming to solve the linear
system (1.8). In the ASL algorithm, we make the approximation ∇2f(xk) ≈ λkI,
where λk > 0. With this approximation, the matrix in (1.9) is diagonal. For each
choice of μ, there is an associated solution dk(μ) to the first equation in (1.8) with
∇2f(xk) replaced by λkI. In the ASL algorithm, we choose μ such that aTdk(μ) = 0;
in other words, μ is chosen so that the solution to the first equation in (1.8) satisfies the
second equation in (1.8). As we will see, there is a unique choice for μ with the property
that aTdk(μ) = 0. In the ASL iteration (1.4), an additional stepsize parameter sk is
introduced to ensure global convergence; moreover, for each sk ∈ (0, 1], if xk lies in
the relative interior of the feasible set F , then so does xk+1 = xk + skdk.

ASL generalizes the affine-scaling algorithm in [34] by allowing for an additional
linear equality constraint aTx = b. There are many important applications that in-
volve both bound constraints and an additional linear equality constraint. Examples
include the maximum clique problem [29, 48], the graph partitioning problem [33],
and the support vector machine (SVM) [10, 15, 64]. In this paper, we will compare
the performance of ASL, when applied to SVM test problems, to that of the SVM
codes LIBSVM [14, 23] and GPDT [60, 61, 67, 68]. SVM has been used in many real
life applications including pattern recognition and classification problems such as iso-
lated handwritten digit recognition [11, 12, 15, 58, 59], object recognition [8], speaker
identification [57], face detection [50, 51], text categorization [38], and nonlinear least
squares problems arising in inverse density estimation [65].

Our paper is organized as follows: In section 2 an implementation of the ASL al-
gorithm is presented; the line search is based on the nonmonotone scheme of Grippo,
Lampariello, and Lucidi (GLL) [32]. Note, though, that the numerical experiments
employ the nonmonotone line search in [34] for which the analysis is more complex,
but which often yields better performance in practice. In section 3 various continuity
properties of the ASL algorithm are developed. Section 4 establishes global conver-
gence to a stationary point, while section 5 gives a global linear convergence result
for strongly convex functions. Section 6 discusses the BB choice for the parameter λk.
The generalization of ASL to box constraints is given in section 7, while section 8 gives
a Newton–Secant scheme for computing the parameter μk in (1.5). Some of the most
effective algorithms for SVM problems have been block coordinate descent methods in
which each iteration involves an optimization over a working set. In section 9 we give
a procedure for selecting a working set, and we compare it to a scheme of Joachims
[39]. Finally, in section 10 we evaluate the performance of a version of ASL, denoted
svmASL, which is specialized to SVM problems.

Notation. For any scalar t, t+ = max{0, t}, while for any vector v ∈ R
n, v+ is

the vector whose ith component is v+i . ∇f(x) denotes the gradient of f , a row vector.
The gradient of f(x), arranged as a column vector, is g(x). The subscript k often
represents the iteration number in an algorithm, and gk stands for g(xk). If x

∗ is an
optimal solution of (1.2), then g∗ denotes g(x∗). We let xki denote the ith component
of the iterate xk. The Hadamard (or componentwise) product x ◦ y of two vectors
x,y ∈ R

n is the vector in R
n defined by (x◦y)i = xiyi. diag(x) is an n by n diagonal

matrix with ith diagonal element xi. ‖ ·‖ is the Euclidean norm and |S| is the number
of elements in the set S.

2. The ASL algorithm with GLL linear search. The general framework for
the ASL algorithm (1.4)–(1.5), with the nonmonotone GLL line search [32], is the
following:
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Affine-Scaling Interior-Point Method for Knapsack Constraints (ASL)

Given λ0 > 0, δ and η ∈ (0, 1), and an integer M ≥ 0.
Choose x1 > 0 with aTx1 = b and set k = 1.
Step 1. Choose λk ≥ λ0 and find μk such that aTdk = 0 where dk

is defined in (1.5).

Step 2. If dk = 0, stop.

Step 3. Choose sk = ηj with j ≥ 0 the smallest integer such that

f(xk + skdk) ≤ fR
k + δsk∇f(xk)dk,

where fR
k = max{f(xk−j) : 0 ≤ j ≤ min(k − 1,M)}.

Step 4. Set xk+1 = xk + skdk.

Step 5. Set k = k + 1 and go to step 1.

The parameter fR
k is the reference function value. For the ordinary Armijo line search

[1], fR
k = f(xk). For the GLL line search, fR

k is the local maximum function value
defined in step 3. The choice for fR

k used in the numerical experiments appears
in [34].

We first show that if the ASL iterate xk lies in the relative interior of the feasible
set, then so does xk+1.

Proposition 2.1. If xk lies in the relative interior of the feasible set F and
aTdk = 0, then xk+1 = xk +αkdk lies in the relative interior of F for all αk ∈ [0, 1].

Proof. In order to show that xk+1 > 0 if xk > 0, it suffices to prove that if dki < 0,
then dki > −xki, which implies that xki+αkdki > 0 because αk ∈ [0, 1]. By definition
of dki in (1.5) and the requirement that λk > 0, we have

dki =

⎧⎪⎨
⎪⎩

−gi(xk)− μkai
λk

≥ 0 if gi(xk)− μkai ≤ 0,

− gi(xk)− μkai
λk + (gi(xk)− μkai)/xki

> −xki if gi(xk)− μkai > 0.

Hence, xk+1 > 0. Furthermore, aTxk+1 = aT(xk + αkdk) = aTxk = b since aTdk =
0.

We now show that there exists a unique μk such that aTdk = 0. Given x > 0 and
λ > 0, let us introduce the functions

di(μ) = − gi − μai
λ+ (gi − μai)+/xi

,(2.1)

ri(μ) = aidi(μ), and r(μ) =

n∑
i=1

ri(μ) = aTd(μ).(2.2)

Finding μk such that aTdk = 0 amounts to finding a zero of r(·) = aTd(·) in the case
λ = λk, x = xk, and g = g(xk).

Proposition 2.2. Suppose that x > 0 and λ > 0, and define

μ0 = min {gi/ai : 1 ≤ i ≤ n, ai �= 0},
μ1 = max {gi/ai : 1 ≤ i ≤ n, ai �= 0}.

The function r(μ) has a unique zero on the interval [μ0, μ1], r(μ) < 0 for all μ < μ0,
and r(μ) > 0 for all μ > μ1. Moreover, r is continuously differentiable and monotone
with r′(μ) > 0 for every μ.

Proof. Since

ri(μ) =

⎧⎪⎨
⎪⎩

− xiai(gi − μai)

xiλ+ (gi − μai)
if gi − μai > 0,

−ai(gi − μai)

λ
if gi − μai ≤ 0,
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it is clear that ri(μ) is continuously differentiable when μai �= gi. In the case that
μai = gi and ai ≥ 0, we have

lim
h→0+

ri(μ+ h)− ri(μ)

h
= lim

h→0+

ai(hai)

λh
=
a2i
λ
,

lim
h→0−

ri(μ+ h)− ri(μ)

h
= lim

h→0−

xiha
2
i

h(xiλ− hai)
=
a2i
λ
.

If ai < 0, the same result holds. Therefore, ri(μ) is differentiable for all μ and its
derivative is continuous with

r′i(μ) =

⎧⎪⎨
⎪⎩

λa2ix
2
i

(xiλ+ gi − μai)2
> 0 if gi − μai > 0,

a2i
λ

> 0 if gi − μai ≤ 0.

If ai �= 0, then r′i(μ) > 0 for all μ, and ri(·) is strictly increasing. Since ri(gi/ai) = 0,
it follows that ri(μ) < 0 for μ < gi/ai and ri(μ) > 0 for μ > gi/ai. Consequently,
ri(μ) < 0 for μ < μ0 and ri(μ) > 0 for μ > μ1. In the case ai = 0, ri(·) = 0. Since
a �= 0 by assumption, it follows from the definition of r that r(μ) < 0 for μ < μ0, and
r(μ) > 0 for μ > μ1.

Proposition 2.2 implies that the ASL algorithm is well defined. Next, we show that
the search direction (1.5) associated with the ASL algorithm is a descent direction
whenever ‖d(μ)‖ �= 0. This implies that the Armijo line search in step 3 of ASL
terminates at a finite j.

Proposition 2.3. If x > 0, λ > 0, and μ is chosen such that aTd(μ) = 0, then
we have

gTd(μ) ≤ −λ‖d(μ)‖2,
where d is defined in (2.1). Therefore, gTd(μ) < 0 whenever d(μ) �= 0.

Proof. Since aTd(μ) = 0, we have

gTd(μ) = (g − μa)Td(μ) =

n∑
i=1

(gi − μai)di(μ)

= −
n∑

i=1

(λ + (gi − μai)
+/xi)di(μ)

2(2.3)

≤ −λ‖d(μ)‖2.
The equality (2.3) follows from (2.1).

3. Continuity properties. In this section, some continuity properties of ASL
are established. The proofs of Propositions 3.1 and 3.2 and Lemma 3.3 are analogous
to proofs given in [34]. They are included for completeness.

Proposition 3.1. If f is continuously differentiable and X1(·) is defined by (1.7),
then the map

X1(·, ·) ◦ ∇xL(·, ·) : Rn
+ × R → R

n, R
n
+ := {x ∈ R

n : x ≥ 0},
is continuous.

Proof. Since ∇f is continuous, ∇xLi(·, ·) is continuous. If either ∇xLi(x, μ) < 0
or ∇L(x, μ)i > 0, then X1

i (·, ·) is continuous at x; consequently, the product
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∇xLi(·, ·)X1
i (·, ·) is continuous at (x, μ). Suppose that ∇xLi(x, μ) = 0. By the defini-

tion of X1, we have

|∇xLi(y, ν)X
1
i (y, ν)| ≤ max{1, yi}|∇xLi(y, ν)|

for any y ≥ 0 and i ∈ [1, n]. Since ∇xLi(·, ·) is continuous and ∇xLi(x, μ) = 0, it fol-
lows that ∇xLi(y, ν)X

1
i (y, ν) approaches zero as (y, ν) approaches (x, μ). Therefore,

the product ∇xL(·, ·) ◦X1(·, ·) is continuous everywhere.
Now we show that the ASL search directions approach zero if and only if the

KKT conditions are satisfied in an asymptotic sense.
Proposition 3.2. Suppose f is continuously differentiable on the feasible set

F , and the parameter λk in (1.5) is bounded from above and below by finite positive
constants:

(3.1) 0 < λ0 := inf
k≥1

λk ≤ sup
k≥1

λk := λmax <∞.

If {(xk, μk) : 1 ≤ k <∞} is uniformly bounded and xk is in the relative interior of F
for each k, then

lim
k→∞

dk = 0 if and only if lim
k→∞

X1(xk, μk) ◦ ∇xL(xk, μk) = 0,

where dk and X1 are defined in (1.5) and (1.7), respectively.
Proof. We will show that, for any i ∈ [1, n],

(3.2) lim
k→∞

dki = 0 if and only if lim
k→∞

X1
i (xk, μk)∇xLi(xk, μk) = 0,

in which case the proposition follows immediately. By (1.5), we have

(3.3) dki = − xki∇xLi(xk, μk)

λkxki +∇xLi(xk, μk)+
.

Since the xk lie in the relative interior of F and the λk are positive by (3.1), the
denominator of (3.3) is positive for each k. Since xk, μk, and λk are bounded and
f is continuously differentiable, the denominator on the right-hand side of (3.3) is
bounded. Consequently, if dki tends to zero, the numerator xki∇xLi(xk, μk) tends to
zero. If ∇xLi(xk, μk) > 0, then X1

i (xk, μk) = xki; hence, along the subsequence of
iterates where ∇xLi(xk, μk) > 0, X1

i (xk, μk)∇xLi(xk, μk) = xki∇xLi(xk, μk), which
tends to zero. Along the subsequence of iterates where ∇xLi(xk, μk) ≤ 0, we have
dki = −∇xLi(xk, μk)/λk. Hence, if dki tends to zero, then ∇xLi(xk, μk) tends to
zero, which implies that X1

i (xk, μk)∇xLi(xk, μk) tends to zero since X1
i (xk, μk) is

bounded.
Conversely, suppose that X1

i (xk, μk)∇xLi(xk, μk) tends to zero. In this case, we
can write

{1, 2, . . .} = K1 ∪ K2,

where either K1 or K2 may be empty and

(a) lim
k∈K1

∇Li(xk, μk) = 0 and (b) lim
k∈K2

X1
i (xk, μk) = 0.

If K1 has an infinite number of elements, then (3.1) and (3.3) imply that dki tends
to zero for k ∈ K1 approaching ∞. If K2 has an infinite number of elements, then
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for k ∈ K2 with k sufficiently large, we have X1
i (xk, μk) = xki and ∇xLi(xk, μk)

+ =
∇xLi(xk, μk) > 0. Consequently, (3.3) can be rewritten

(3.4) dki = − xki
1 + λkxki/∇xLi(xk, μk)

, k ∈ K2.

By (b) X1
i (xk, μk) = xki tends to zero as k ∈ K2 tends to ∞. By (3.4), dki tends to

zero as k ∈ K2 tends to ∞. Hence, the entire sequence {dki : k ≥ 1} approaches zero,
which completes the proof of (3.2).

The next lemma shows that if x∗ is a KKT point with corresponding multiplier
μ∗, then dk approaches 0 as (xk, μk) approaches (x

∗, μ∗).
Lemma 3.3. Suppose f is Lipschitz continuously differentiable in a neighborhood

of a KKT point x∗ for (1.2). If μ∗ is the multiplier associated with x∗, then there
exists a constant c such that, for all (xk, μk) near (x∗, μ∗) with xk > 0, and for all
λk ≥ λ0 > 0, we have

(3.5) ‖dk‖ ≤ c(‖x∗ − xk‖+ |μ∗ − μk|).

Proof. Since x∗ is a KKT point for (1.2) with corresponding multiplier μ∗, we
have X1(x∗, μ∗) ◦ ∇xL(x

∗, μ∗) = 0. Hence, for each i, either

(a) gi(x
∗)− μ∗ai = 0, or (b) gi(x

∗)− μ∗ai > 0 and X1
i (x

∗, μ∗) = x∗i = 0.

From the definition of dk, it follows that, for any xk > 0, we have

|dki| ≤ |gi(xk)− μkai|/λ0.

Hence, for those indices i where (a) holds,

|dki| ≤ (|gi(xk)− gi(x
∗)|+ |(μk − μ∗)ai|)/λ0

≤
(
κ+ |ai|
λ0

)
(‖x∗ − xk‖+ |μ∗ − μk|),(3.6)

where κ > 0 is the Lipschitz constant of ∇f . For any index i where (b) holds and
for (xk, μk) in a neighborhood of (x∗, μ∗) with xk > 0, we have (gi(xk) − μkai)

+ =
gi(xk)− μkai > 0 and

(3.7) |dki| ≤ xki ≤ ‖xk − x∗‖.

Combining (3.6) and (3.7) gives (3.5) for a suitable choice of c.
We now show that the stepsize sk is bounded away from zero.
Proposition 3.4. If sk is chosen in accordance with step 3 of ASL, and ∇f is

Lipschitz continuous with Lipschitz constant κ on the line segment connecting xk and
xk + dk, then we have

(3.8) sk ≥ min

{
1,

2η(1− δ)λk
κ

}
.

Proof. If step 3 of ASL terminates with j = 0, then sk = 1, which satisfies (3.8).
On the other hand, if step 3 terminates with j > 0, the we must have that

(3.9) f(xk + ηj−1dk) ≥ fR
k + δηj−1gT

kdk ≥ f(xk) + δηj−1gT
kdk.



368 M. D. GONZALEZ-LIMA, W. W. HAGER, AND H. ZHANG

By the fundamental theorem of calculus,

f(xk + ηj−1dk)− f(xk) = ηj−1∇f(xk)dk +

∫ ηj−1

0

(∇f(xk + tdk)−∇f(xk))dkdt.

By the Lipschitz continuity of ∇f ,

(3.10) f(xk + ηj−1dk)− f(xk) ≤ ηj−1gT
kdk + 0.5κηj−1‖dk‖2.

Combining (3.9) and (3.10) gives

(3.11) (δ − 1)gT
kdk ≤ 0.5κηj−1‖dk‖2.

Multiplying by η, we obtain

sk = ηj ≥ 2η(1− δ)|gT
kdk|/(κ‖dk‖2).

Utilizing Proposition 2.3, the proof is complete.

4. Global convergence. We now prove the global convergence of ASL. Accord-
ing to step 3 of the ASL algorithm,

(4.1) f(xk+1) ≤ fR
k

for each k. Hence, we have

(4.2) fR
k+1 ≤ fR

k ≤ · · · ≤ fR
1 = f(x1).

We assume that the following level set L is bounded:

(4.3) L = {x ∈ F : f(x) ≤ f(x1)}.

Combining (4.1) and (4.2), it follows that f(xk) ≤ f(x1) and xk ∈ L for each k.
Hence, the iterates xk lie in a bounded set. Since f is continuously differentiable, the
gradients gk are bounded. By Proposition 2.2, μk is bounded uniformly in k. These
uniform bounds for ‖xk‖ and μk together with the lower bound λk ≥ λ0 > 0 in (3.1)
imply that ‖dk‖ is uniformly bounded by some finite constant β.

Theorem 4.1. If λk ≥ λ0 > 0 for all k, the level set L is bounded, and f is
Lipschitz continuously differentiable on the set

(4.4) L := {x ∈ F : ‖x− y‖ ≤ β for some y ∈ L},

then ASL either terminates in a finite number of iterations at a KKT point, or

(4.5) lim
k→∞

dk = 0.

Proof. If algorithm ASL terminates at iteration k, then dk = 0 and∇xL(xk, μk) =
0, which implies that the KKT conditions hold at xk. In the case that dk �= 0 for all k,
we show that dk approaches 0. By Proposition 3.4 and the lower bound λk ≥ λ0 > 0,
there exists a constant C such that sk ≥ C for all k. By step 3 of ASL and Proposition
2.3, we have

(4.6) f(xk+1) ≤ fR
k + δskg

T
kdk ≤ fR

k − δCλ0‖dk‖2.
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By (4.2) and the fact that f is bounded from below on L, we conclude that fR
k

monotonically approaches a limit denoted fR∞. We now show that

(4.7) lim
k→∞

f(xk) = fR
∞.

Since fR
k = max{f(xk−j) : 0 ≤ j ≤ min(k − 1,M)}, it follows that, for each k,

there exists an index l such that

(4.8) fR
k = f(xl), where k −M ≤ l ≤ k.

Since l depends on k, we let l(k) denote the index associated with k as in (4.8). Since
fR
k = f(xl(k)), it follows that

(4.9) lim
k→∞

f(xl(k)) = lim
k→∞

fR
k = fR

∞.

We prove by induction that, for all j ≥ 0,

(4.10) lim
k→∞

f(xl(k)−j) = fR
∞.

This holds for j = 0 by (4.9). Assume that (4.10) holds for each j between zero and
i; we will show that (4.10) holds for j = i+1. By (4.6) with k = l(k)− i− 1, we have

f(xl(k)−i) ≤ fR
l(k)−i−1 − δCλ0‖dl(k)−i−1‖2.

By the induction hypothesis, f(xl(k)−i) approaches f
R
∞ as k tends to ∞. Since fR

k also
approaches fR

∞, we conclude that dl(k)−i−1 tends to 0. Since sk ≤ 1, it follows that

lim
k→∞

‖xl(k)−i − xl(k)−i−1‖ = 0.

The Lipschitz continuity of f over L implies that

lim
k→∞

|f(xl(k)−i)− f(xl(k)−i−1)| = 0.

Hence, by (4.10) for j = i, we have

fR
∞ = lim

k→∞
f(xl(k)−i) = lim

k→∞
f(xl(k)−i−1).

Consequently, (4.10) holds for j = i+1. This completes the induction and (4.10) holds
for all j ≥ 0.

For j = 0, 1, . . . ,M , define the sets

Ij = ∪k≥1{l(k)− j}.
The identity (4.10) is equivalent to

lim
k ∈ Ij
k → ∞

f(xk) = fR
∞.

Since k − l(k) ≤ M , it follows that each k lies in one of the sets Ij , 0 ≤ j ≤ M . For
the indices k in any of these sets Ij , the function values f(xk) approach fR∞. This
establishes (4.7), and by (4.6) it follows that dk approaches 0 as k tends to ∞.

Remark. Together, Theorem 4.1 and Proposition 3.2 imply that, if the parameter
λk in ASL is uniformly bounded from above, then the KKT conditions are satisfied
in an asymptotic sense. In particular, section 6 shows that the BB choice for λk is
uniformly bounded.
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5. Global and local convergence for strongly convex functions. In this
section, we develop a global linear convergence result in the case that f is strongly
convex over the feasible set F . Recall that f is strongly convex if there exists a constant
γ > 0 such that

(5.1) f(y) ≥ f(x) +∇f(x)(y − x) + γ‖x− y‖2

for all x and y ∈ F . We first show that, if f also satisfies the hypotheses of Theorem
4.1, then the iterates xk converge to the unique solution of (1.2).

Theorem 5.1. Suppose f is strongly convex over the feasible set F , and the
parameter λk is uniformly bounded away from zero and ∞ in accordance with (3.1).
If f is Lipschitz continuously differentiable over the set (4.4), then the iterates xk

generated by ASL either converge in a finite number of iterations to the unique solution
x∗ of (1.2), or

(5.2) lim
k→∞

xk = x∗.

Proof. If ASL converges in finite number of iterations to a point x∗, then by
Theorem 4.1, the KKT conditions hold at x∗. Due to the strong convexity of f and
the convexity of the feasible set F , it follows that x∗ is the unique solution of (1.2).
Conversely, suppose that ASL does not terminate in a finite number of iterations.
Since f is strongly convex, the level set L is bounded; that is,

‖x− x1‖ ≤ ‖∇f(x1)‖/γ

for all x ∈ L. By (4.1) and (4.2), each of the ASL iterates xk lies in L. Therefore, the
gradients gk are uniformly bounded, which together with Proposition 2.2 ensures μk

is also uniformly bounded. Hence, the sequence {(xk, μk)} is uniformly bounded, and
there exists a subsequence {(xki , μki)} which converges to a pair (x∗, μ∗) ∈ F × R.
By Theorem 4.1, dki approaches 0 as i tends to ∞. By Proposition 3.2,

lim
i→∞

X1(xki , μki) ◦ ∇xL(xki , μki) = 0.

By Proposition 3.1, we have

X1(x∗, μ∗) ◦ ∇xL(x
∗, μ∗) = 0.

Hence x∗ is a KKT point for (1.2) with corresponding multiplier μ∗. Again, since f
is strongly convex over the convex set F , x∗ is the unique solution of (1.2), which
achieves the global minimum. During the proof of Theorem 4.1, we show that the
entire sequence f(xk) approaches a limit. Since the subsequence f(xki) approaches
the global minimum f(x∗), it follows that the entire sequence f(xk) approaches the
global minimum. By the first-order optimality condition

∇f(x∗)(x− x∗) ≥ 0

for all x ∈ F , and by the strong convexity condition (5.1), we have

(5.3) γ‖xk − x∗‖2 ≤ f(xk)− f(x∗).

Hence, xk approaches x∗ as f(xk) approaches f(x
∗). This completes the proof.
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Next, we show that f(xk) converges to f(x
∗) at least R-linearly when the following

multiplier uniqueness and nondegeneracy assumptions hold. As a result, by (5.3), the
iterates xk converge linearly to x∗:

Multiplier uniqueness: There exists an index i such that ai �= 0 and x∗i > 0, where
x∗ is the global minimizer of (1.2).

Let μ∗ be a multiplier associated with x∗ and the linear equality constraint. The
KKT conditions imply that gi(x

∗) − μ∗ai = 0 when x∗i > 0. Hence, μ∗ = gi(x
∗)/ai

when the multiplier uniqueness condition holds. In other words, the multiplier is
uniquely determined.

Nondegeneracy: the strict complementarity condition holds at x∗; that is,

gi(x
∗)− μ∗ai > 0 whenever x∗i = 0.

The following lemma shows that μk converges to μ∗ at least as fast as xk approaches
x∗. Moreover, the search direction dk provides a local error bound.

Lemma 5.2. Suppose the multiplier uniqueness and nondegeneracy conditions
hold, f is strongly convex over the feasible set F , and f is Lipschitz continuously
differentiable over the convex hull of the level set (4.3). If λk is bounded away from
zero and ∞ in accordance with (3.1), then there exist positive constants τ1, τ2, ζ1, and
ζ2 such that

|μk − μ∗| ≤ τ1‖xk − x∗‖,(5.4)

‖xk − x∗‖ ≤ τ2‖dk‖, and(5.5)

(5.6) −ζ1gT
kdk ≤ gT

k (xk − x∗) ≤ −ζ2gT
kdk

for all k sufficiently large.
Proof. We first show that the parameters μk converge to the unique Lagrange

multiplier μ∗ associated with x∗ and the linear constraint aTx = b. By Theorem 5.1,
xk converges to x∗. By Proposition 2.2, the μk are uniformly bounded. Suppose that
a subsequence of the {μk} approaches a limit ν. As seen in the proof of Theorem
5.1, x∗ is a KKT point for (1.2) with corresponding multiplier ν. By the multiplier
uniqueness condition, ν = μ∗. Hence, the entire sequence μk converges to μ∗.

Since xk → x∗ and μk → μ∗ as k → ∞, the first-order optimality conditions
along with the nondegeneracy condition imply that

lim
k→∞

(gki − μkai) =

{
g∗i − μ∗ai = 0 if i /∈ A,
g∗i − μ∗ai > 0 if i ∈ A,(5.7)

where g∗i = gi(x
∗) and

A = {i ∈ [1, n] : x∗i = 0}.
We rearrange the identity aTdk = 0 and take k large enough that gki − μkai > 0 for
all i ∈ A to obtain∣∣∣∣∣

∑
i/∈A

ai(gki − μkai)

λk + (gki − μkai)+/xki

∣∣∣∣∣ =
∣∣∣∣∣
∑
i∈A

aixki
(λk/(gki − μkai))xki + 1

∣∣∣∣∣
≤
∑
i∈A

|aixki| ≤ ‖a‖‖xk − x∗‖.(5.8)
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In the last inequality, we utilize the Schwarz inequality and fact that x∗i = 0 for i ∈ A.
Since g∗i − μ∗ai = 0 when i �∈ A, we have∑

i/∈A

ai(gki − μkai)

λk + (gki − μkai)+/xki
=
∑
i/∈A

ai((gki − μkai)− (g∗i − μ∗ai))
λk + (gki − μkai)+/xki

(5.9)

=
∑
i/∈A

a2i (μ
∗ − μk)

λk + (gki − μkai)+/xki

+
∑
i/∈A

ai(gki − g∗i )
λk + (gki − μkai)+/xki

.

For i �∈ A, gki −μkai approaches zero and xki is bounded away from zero. Since λk is
bounded away from zero, it follows that

(5.10)
(gki − μkai)

+

xki
≤ λk for all i �∈ A and k sufficiently large,

which implies that

(5.11)
∑
i	∈A

a2i
2λmax

≤
∑
i	∈A

a2i
2λk

≤
∑
i	∈A

a2i
λk + (gki − μkai)+/xki

,

where λmax is the upper bound for λk. We rearrange (5.9) and combine with (5.11)
to obtain

|μk − μ∗|
∑
i	∈A

a2i
2λmax

≤
∑
i	∈A

a2i |μk − μ∗|
λk + (gki − μkai)+/xki

≤
∣∣∣∣∣
∑
i/∈A

ai(gki − g∗i )
λk + (gki − μkai)+/xki

∣∣∣∣∣+
∣∣∣∣∣
∑
i/∈A

ai(gki − μkai)

λk + (gki − μkai)+/xki

∣∣∣∣∣
≤
∑
i/∈A

|ai(gki − g∗i )|
λ0

+

∣∣∣∣∣
∑
i/∈A

ai(gki − μkai)

λk + (gki − μkai)+/xki

∣∣∣∣∣
≤ κ‖a‖‖xk − x∗‖

λ0
+

∣∣∣∣∣
∑
i/∈A

ai(gki − μkai)

λk + (gki − μkai)+/xki

∣∣∣∣∣
≤
(
1 +

κ

λ0

)
‖a‖‖xk − x∗‖.

Here, κ is the Lipschitz constant for g and the last inequality is from (5.8). This
establishes (5.4).

Next, we establish the error bound condition ‖xk − x∗‖ ≤ τ2‖dk‖. The strong
convexity assumption (5.1) implies that

(5.12) ‖xk − x∗‖2 ≤ (gk − g∗)T(xk − x∗)/(2γ).

By the first-order optimality conditions, g∗i − μ∗ai = 0 for i �∈ A. Since xk is feasible
in (1.2), we have aT(xk − x∗) = 0. Consequently, we have

(gk − g∗)T(xk − x∗) = ((gk − μka) − (g∗ − μ∗a))T(xk − x∗)(5.13)

=
∑
i/∈A

(gki − μkai)(xki − x∗ki)

+
∑
i∈A

[(gki − g∗ki) + ai(μ
∗ − μk)]xki.
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The Schwarz inequality yields

(5.14)
∑
i/∈A

(gki − μkai)(xki − x∗ki) ≤ ‖xk − x∗‖
√∑

i/∈A
(gki − μkai)2.

By the Lipschitz continuity of g and by the estimate (5.4) for μk −μ∗, it follows that

(5.15)
∑
i∈A

[(gki − g∗ki) + ai(μ
∗ − μk)]xki ≤ (κ+ τ1‖a‖)‖xk − x∗‖

√∑
i∈A

x2ki.

Combining (5.12)–(5.15) gives

(5.16) ‖xk − x∗‖ ≤ 1

2γ

⎛
⎝√∑

i/∈A
(gki − μkai)2 + (κ+ τ1‖a‖)

√∑
i∈A

x2ki

⎞
⎠ .

We now give an upper bound for the right side of (5.16) in terms of ‖dk‖.
Choose k large enough that

(5.17) gki − μkai > 0 and
xkiλk

gki − μkai
≤ 1 for all i ∈ A.

By the nondegeneracy condition and the fact that gki−μkai approaches g
∗
i −μ∗ai > 0

for all i ∈ A, it is always possible to choose k in this way. By the definition of d, it
follows from (5.17) that

(5.18) dki ≥ xki/2 for all i ∈ A
for k large enough. For i �∈ A, choose k large enough that (5.10) holds. Hence, we
have

(5.19) dki ≥ |gki − μkai|/(2λk) ≥ |gki − μkai|/(2λmax) for all i �∈ A.
Combining (5.16), (5.18), and (5.19) gives (5.5).

Next, we establish the upper bound in (5.6). Utilizing the identity aT(xk−x∗) = 0
gives

gT
k (xk − x∗) = (gk − μka)

T(xk − x∗)

=
∑
i/∈A

(gki − μkai)(xki − x∗ki) +
∑
i∈A

(gki − μkai)(xki − x∗ki)

≤
√∑

i/∈A
(gki − μkai)2‖xk − x∗‖+

∑
i∈A

(gki − μkai)xki.(5.20)

By (5.16) we have √∑
i/∈A

(gki − μkai)2‖xk − x∗‖ ≤

c

⎛
⎝∑

i/∈A
(gki − μkai)

2 +

√∑
i/∈A

(gki − μkai)2
√∑

i∈A
x2ki

⎞
⎠(5.21)
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for a suitable choice of the constant c. Since gki − μkai approaches zero for all i ∈ A,
it follows from the nondegeneracy assumption that

(5.22)

√∑
i/∈A

(gki − μkai)2 ≤ min
i∈A

{gki − μkai}

for k large enough. Since the 2-norm is bounded by the 1-norm, it follows from (5.22)
that

(5.23)

√∑
i/∈A

(gki − μkai)2
√∑

i∈A
x2ki ≤ min

i∈A
{gki − μkai}

∑
i∈A

xki

for k sufficiently large. Hence, we have

(5.24) min
i∈A

{gki − μkai}
∑
i∈A

xki +
∑
i∈A

(gki − μkai)xki ≤ 2
∑
i∈A

(gki − μkai)xki.

Combining (5.20)–(5.24) gives

(5.25) gT
k (xk − x∗) ≤ c

(∑
i/∈A

(gki − μkai)
2 +

∑
i∈A

(gki − μkai)xki

)

for a suitable choice of c and for k sufficiently large. Also, choose k large enough that
(5.10) and (5.17) hold. Since aTdk = 0, it follows from the definition of dk that

−gT
kdk = −(gk − μka)

Tdk

=
∑
i/∈A

(gki − μkai)
2

λk + (gki − μkai)+/xki
+
∑
i∈A

(gki − μkai)xki
(xkiλk/(gki − μkai)) + 1

(5.26)

≥ 1

2λk

∑
i/∈A

(gki − μkai)
2 +

1

2

∑
i∈A

(gki − μkai)xki

≥ 1

2λmax

∑
i/∈A

(gki − μkai)
2 +

1

2

∑
i∈A

(gki − μkai)xki.(5.27)

Combining (5.25) and (5.27) yields the upper bound in (5.6).
Finally, we focus on the lower bound in (5.6). The convexity inequality (5.12) and

the first half of (5.13) can be rearranged as

(gk − μka)
T(xk − x∗) ≥ 2γ‖xk − x∗‖2 +

∑
i∈A

(g∗i − μ∗ai)xki.

Since aT(xk − x∗) = 0, it follows that

(5.28) gT
k (xk − x∗) ≥ 2γ‖xk − x∗‖2 +

∑
i∈A

(g∗i − μ∗ai)xki.

Again, take k large enough that (5.17) holds. If the denominators in (5.26) are replaced
by the respective lower bounds λk and 1, we obtain

−gT
kdk = −(gk − μka)

Tdk ≤ 1

λk

∑
i/∈A

(gki − μkai)
2 +

∑
i∈A

(gki − μkai)xki

≤ 1

λ0

∑
i/∈A

(gki − μkai)
2 +

∑
i∈A

(gki − μkai)xki.(5.29)
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Also, choose k large enough that

gki − μkai ≤ 2(g∗i − μ∗ai) for all i ∈ A.

Hence, we have

(5.30)
∑
i∈A

(gki − μkai)xki ≤ 2
∑
i∈A

(g∗i − μ∗ai)xki.

Since g∗i − μ∗ai = 0 for i �∈ A, we obtain

∑
i/∈A

(gki − μkai)
2 =

∑
i/∈A

((gki − μkai)− (g∗i − μ∗ai))2

≤ (‖gk − g∗‖+ |μk − μ∗|‖a‖)2
≤ (κ+ τ1‖a‖)2‖xk − x∗‖2.(5.31)

Combining (5.28)–(5.31), the lower bound in (5.6) is established.
We now show that the function value f(xk) generated by ASL converge R-linearly

when f is strongly convex.
Theorem 5.3. Suppose the multiplier uniqueness and nondegeneracy conditions

hold, f is strongly convex over the feasible set F , and f is Lipschitz continuously
differentiable over the convex hull of the level set (4.3) and over the set (4.4). If λk is
bounded away from zero and ∞ in accordance with (3.1), then either ASL converges
in a finite number of iterations, or there exists θ ∈ (0, 1) and an integer K > 0 such
that

(5.32) f(xk)− f(x∗) ≤ θk(f(x1)− f(x∗))

for all k > K.
Proof. Suppose that ASL does not converge in finite number of iterations, oth-

erwise the proof is complete. Choose K ≥ M + 1 large enough that (5.4)–(5.6) hold
for all k ≥ K. Recall that the ASL iterates are given by xk+1 = xk + skdk with
sk ∈ (0, 1]. Let κ denote the Lipschitz constant for g. Observe that

|gT
k+1(xk+1 − x∗)− gT

k (xk − x∗)|
≤ |(gk+1 − gk)

T(xk+1 − x∗)|+ |gT
k (xk+1 − xk)|

≤ κ‖xk+1 − xk‖‖xk+1 − x∗‖+ |sk||gT
kdk|

≤ κ‖xk+1 − xk‖(‖xk+1 − xk‖+ ‖xk − x∗‖) + |sk||gT
kdk|

≤ κ(s2k + τ2)‖dk‖2 − skg
T
kdk(5.33)

≤ −κ(1 + τ2)

λ0
gT
kdk − gT

kdk(5.34)

= −
(
κ(1 + τ2) + λ0

λ0

)
gT
kdk.(5.35)

Here (5.33) is due to (5.5) and the relation xk+1 −xk = skdk; (5.34) is a consequence
of Proposition 2.3 and the condition sk ∈ (0, 1]. By (5.6) and (5.35), we have, for
k ≥ K,
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−gT
k+1dk+1 ≤ gT

k+1(xk+1 − x∗)/ζ1

≤ 1

ζ1

(
gT
k (xk − x∗) + |gT

k+1(xk+1 − x∗)− gT
k (xk − x∗)|)

≤ 1

ζ1

(
gT
k (xk − x∗)− κ(1 + τ2) + λ0

λ0
gT
kdk

)

≤ −
(
κ(1 + τ2) + λ0(1 + ζ2)

ζ1λ0

)
gT
kdk := −τgT

kdk.(5.36)

In Theorem 4.1, in the proof of (4.6), it was shown that there exists a constant
ρ > 0 such that

(5.37) f(xk+1) ≤ fR
k + ρgT

kdk

for each k. In step 3 of the ASL algorithm, we set fR
k = max{f(xk−j) : 0 ≤ j ≤

min(k− 1,M)}. Hence, for any k > M , there exists l such that k− 1−M ≤ l ≤ k− 1
and

(5.38) f(xk) ≤ f(xl) + ρgT
k−1dk−1.

Note that k − l ≤M + 1. Combining (5.36) and (5.38) gives

(5.39) f(xk) ≤ f(xl) +
(ρ
τ

)
gT
kdk.

On the other hand, by the convexity of f and by (5.6), we have

(5.40) f(xk)− f(x∗) ≤ g(xk)
T(xk − x∗) ≤ −ζ2gT

kdk for all k ≥ K.

Subtracting f(x∗) from both sides of (5.39) and using (5.40) to bound the gT
kdk term,

we have

f(xk)− f(x∗) ≤ f(xl)− f(x∗)− ρ

τζ2
(f(xk)− f(x∗)).

Rearranging this gives

f(xk)− f(x∗) ≤ ψ(f(xl)− f(x∗)), ψ =
τζ2

τζ2 + ρ
< 1.

We apply this decay formula in a recursive fashion. The recursion is stopped when
reaching an index l for which l < K. When this occurs, we utilize the trivial estimate

f(xl)− f(x∗) ≤ f(x1)− f(x∗)

based on (4.1) and (4.2). Since k − l ≤ M + 1, there are at least 
(k −K)/(M + 1)�
steps in the recursion:

f(xk)− f(x∗) ≤ ψ(k−K)/(M+1)(f(x1)− f(x∗))
= (ψ(1−K/k)/(M+1))k(f(x1)− f(x∗)).

For k > 2K, we have 1−K/k ≥ 1/2, which implies

f(xk)− f(x∗) ≤ θk(f(x1)− f(x∗)),

where θ = ψ1/(2M+2) < 1 for k > 2K. This completes the proof.
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6. The BB choice of λk. Our choice of λk in the numerical experiments is
based on the CBB method where the same Hessian estimate is reused for multiple
iterations. The BB method is due to Barzilai and Borwein [3]. It was further developed
by Raydan [54]. The first cyclic idea, which includes the BB method as a special case,
was presented by Friedlander et al. in [27] for unconstrained quadratic optimization.
Dai [16] and Raydan and Svaiter [55] presented cyclic versions of the BB algorithm
with cycle length two. Later, Dai et al. [18] introduced the CBB method where the
cycle length is arbitrary and proved local linear convergence at a local minimizer of a
quadratic with a positive definite Hessian.

The BB method is a quasi-Newton method, where the Hessian∇2f(xk) is replaced
by λkI at each iteration k ≥ 2. The parameter λk is the solution of the least squares
problem

min
λ∈R

‖λsk−1 − yk−1‖.

Here, sk−1 = xk − xk−1, yk−1 = gk − gk−1, and gk = g(xk). In [34] a lower bound
λ0 > 0 for λ is introduced to ensure global convergence of the affine-scaling algorithm.
The modified least squares problem was

(6.1) λBB
k := arg min

λ≥λ0

‖λsk−1 − yk−1‖2 = max

{
λ0,

sTk−1yk−1

sTk−1sk−1

}
,

where k ≥ 2. The starting parameter value λ1 can be chosen freely, subject to the
constraint λ1 ≥ λ0. In our algorithm we will also use this choice of the stepsize in
conjunction with the cyclic strategy used in [18]. That is, if m ≥ 1 is the cycle length
and � ≥ 0 is the cycle number, then the cyclic choice for λk is

(6.2) λm�+i = λBB
m�+1 for i = 1, · · · ,m.

Of course, when the cycle length is 1, then λk = λBB
k for each k.

As the following proposition indicates, this choice of λk satisfies (3.1). For a proof
of this result, see the remark that follows [34, Prop. 3.2].

Proposition 6.1. Under the hypotheses of Theorem 4.1, we have

λ0 ≤ λBB
k ≤ λ,

where λ is any bound for the spectral radius of the Hessian of f on the convex hull of
the level set L in (4.3).

7. Box constraints. Our analysis has focused on the nonnegativity constraint
x ≥ 0, however, with small adjustments, ASL can be applied to the box-constrained
optimization problem (1.1), similar to [34]. The modifications are as follows: The
definition of X1 in (1.7) should be replaced by

Xi(x, μ) =

{
ui − xi if ∇xLi(x, μ) ≤ 0,
xi − li otherwise.

With the convention that ∞× 0 = 0, the KKT conditions can be expressed

X(x, μ) ◦ ∇xL(x, μ) = 0, aTx = b, l ≤ x ≤ u.

With the convention that 1/∞ = 0, the new approximation to the Newton search
direction is

dki = − 1

λk + |∇xLi(xk, μk)|/Xi(xk, μk)
∇xLi(xk, μk).
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In the special case considered earlier, where li = 0 and ui = ∞, we have Xi(x, μ) = ∞
when ∇xLi(x, μ) ≤ 0 and |∇xLi(x, μ)|/Xi(x, μ) = 0, exactly as in (1.5). If li = −∞
and ui = ∞ (no bound constraints), and if we make the BB choice for λk, then ASL
reduces to a CBB method [18] in the null space of the linear constraints aTx = b.

8. Computation of μk. The parameter μk in ASL can be computed using
a safeguarded, Newton–Secant scheme. A Secant–Secant version of this scheme was
presented in [35]; however, due to the special structure of r in (2.2), we can compute
r′ at the same time that we compute r. Hence, we can exploit the derivative at no
additional computational cost and replace every other secant step in [35] by a Newton
step.

In Figure 8.1 we illustrate the Newton–Secant iteration. We start from an interval
[a, b] which brackets the root α of r. By Proposition 2.2, we could take a = μ0 and
b = μ1 to bracket the root. One step of Newton’s method is applied, starting from a
or b, whichever has the absolute smallest function value. In Figure 8.1(a), this Newton
step moves the right end point b of the bracketing interval to b′. From b′, we apply
a secant iteration which moves the left end point a of the bracketing interval to a′.
The next Newton–Secant iteration starts from a′ which now has the smallest function
value. The Newton iteration overshoots the root, landing at a point b′′, similar to what
is seen in Figure 8.1(b). The subsequent Secant iteration generates a′′. The reason
for alternating between a Newton and a secant step is that the combination typically
updates both sides of the bracketing interval. Whenever the Newton step generates an
iterate outside the bracketing interval, we should replace this iterate by one generated
by a bisection step. Also, when the convergence is slower than linear, a bisection step
will ensure linear convergence.

(a)

r

μ
a

a’
b’

bα

(b)

α
μ

r

a’
a’’ b’’ b’

Fig. 8.1. Newton–Secant iteration used to compute μk.

Let (a′′, b′′) = Newton–Secant2(a, b) denote this iteration which alternates be-
tween the use of Newton’s method and the secant method. Altogether Newton–Secant2

constitutes 2 Newton steps and 2 secant steps. The Newton step is applied to the
endpoint of the bracketing interval with the absolute smallest function value. The
secant iteration is applied to the current bracketing interval.

Theorem 8.1. Suppose that φ : R → R is three times continuously differentiable
near a root α. If both φ′(α) �= 0 and φ′′(α) �= 0, then, for a0 and b0 sufficiently close
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to α with a0 ≤ α ≤ b0, the iteration

(ak+1, bk+1) = Newton–Secant2(ak, bk)

converges to α, and the interval width bk − ak tends to zero with root convergence
order 7.

Proof. The condition φ′(α) �= 0 ensures that α is a simple root. The condition
φ′′(α) �= 0 ensures that, near α, each step in the iteration Newton–Secant2 iteration
generates a point on the opposite side of the root. Suppose for convenience that φ′(a) >
0 and φ′′(a) > 0 when a is sufficiently close to α, and that 0 < φ(b) < |φ(a)| = −φ(a);
this geometry corresponds to Figure 8.1. The other cases are treated in a similar way.
It is well known (e.g., see [2, p. 49]) that the error in a secant step applied to an
interval [a, b] bracketing the root α generates a point c which satisfies

c− α = (a− α)(b − α)Φ(a, b), Φ(a, b) =
φ′′(ξ)
2φ′′(ξ)

,

where ξ, ξ ∈ [a, b]. A Newton step from a generates a point c which satisfies

c− α = (a− α)2Ψ(a, α),(8.1)

Ψ(a, α) =
φ′′(ξ)
φ′(ξ)

+
φ(ξ)

φ′(ξ)2

(
φ′′′(ξ)− 2

φ′′(ξ)2

φ′(ξ)

)
,

where ξ ∈ [a, α] ⊂ [a, b]. Obviously, if the Newton step starts at b, then the factor
(a − α)2 in (8.1) should be replaced by (b − α)2. Since φ′(α) > 0, φ′′(α) > 0, and
φ(α) = 0, both Φ(a, b) and Ψ(a, b) are positive when a and b are sufficiently close to α.
Hence, a Newton iteration from either a or b generates a point c > α, while a secant
step applied to a and b generates a point c < α. Consequently, alternating Newton
and secant steps generate points on opposite sides of α when a and b are sufficiently
close to α.

Since |φ(b)| < |φ(a)|, the Newton, secant, Newton, and secant steps taken by
Newton–Secant2 satisfy

b′ − α = (b− α)2Ψ(b, α),

a′ − α = (a− α)(b′ − α)Φ(a, b′),
b′′ − α = (a′ − α)2Ψ(a′, α),
a′′ − α = (a′ − α)(b′′ − α)Φ(a′, b′′).

Combining these relations gives

a′′ − α = (a− α)3(b− α)6Ψ(b, α)Φ(a, b′)Ψ(a′, α)Φ(a′, b′′),
b′′ − α = (a− α)2(b− α)4Ψ(b, α)Φ(a, b′)Ψ(a′, α).

We now identify a and b with ak and bk, and a′′ and b′′ with ak+1 and bk+1. The
Newton–Secant iteration is (ak+1, bk+1) = Newton–Secant2(ak, bk). Choose λ ∈ (0, 1)
and let [a0, b0] be an interval containing α in its interior which is chosen small enough
to ensure that both Φ(a, b) and Ψ(a, α) are nonnegative and bounded, and

λ ≥ (a− α)2(b − α)6Ψ(b, α)Φ(a, b′)Ψ(a′, α)Φ(a′, b′′),
λ ≥ (a− α)2(b − α)3Ψ(b, α)Φ(a, b′)Ψ(a′, α)
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for all a, b ∈ [a0, b0]. It follows that

ek+1 ≤ λek, ek =

[ |ak − α|
|bk − α|

]
.

Hence, the bracketing intervals converge at least linearly to the root.
Choose C and D such that

C ≥ Ψ(b, α)Φ(a, b′)Ψ(a′, α)Φ(a′, b′′),
D ≥ Ψ(b, α)Φ(a, b′)Ψ(a′, α)

for all a, b ∈ [a0, b0]. Consider the following recurrence:

[
Ak+1

Bk+1

]
=

[
CA3

kB
6
k

DA2
kB

4
k

]
,

[
A0

B0

]
=

[ |a0 − α|
|b0 − α|

]
.

Clearly, |ak − α| ≤ Ak and |bk − α| ≤ Bk for each k.
Make the substitution Ak = pAk and Bk = qBk, where

p =

√
C

D
and q =

3

√
D

C
.

The new variables satisfy the recurrence

(8.2)

[
Ak+1

Bk+1

]
=

[
A

3

kB
6

k

A
2

kB
4

k

]
.

Finally, we make the change of variables

vk = log(Ak) and wk = log(Bk)

to obtain the recurrence [
vk+1

wk+1

]
=

[
3 6
2 4

] [
vk
wk

]

from (8.2). The eigenvalues of the matrix are zero and 7, and the solution of the
recurrence is [

vk
wk

]
= 7k−1(v0 + 2w0)

[
3
2

]
, k ≥ 1.

As a result ak and bk converge to α with root convergence order 7.
Remark. The root convergence rate for the Secant–Secant iteration in [35] was

1 +
√
2 for two successive secant steps. Hence, four successive secant steps has the

root convergence rate

(1 +
√
2)2 ≈ 5.83,

which is slightly smaller than the root convergence rate 7 for Newton–Secant2.
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9. Subspace implementation. For problems where the evaluation of the ob-
jective function and its gradient is relatively costly, it can be more efficient to solve
(1.2) through a sequence of subspace optimization problems. At iteration k, we solve
the problem

(9.1) min f(x) subject to x ∈ R
n, x ≥ 0, aTx = b, x ∈ Sk,

where Sk is a subspace of Rn. In a series of papers [60, 61, 67, 68], Serafini, Zanghirati,
and Zanni show that such a subspace approach can be very effective for SVM problems.
In the numerical experiments of the next section, we apply ASL to the subspace
problem (9.1). In this section, we explain how we choose the subspaces Sk since our
choice is slightly different from the scheme of Joachims [39] that was the basis for the
subspace approach of Serafini, Zanghirati, and Zanni.

Let m denote a bound on the subspace size. The subspace selection scheme of
Serafini, Zanghirati, and Zanni is given by a solution of the problem

(9.2) min gT
kd subject to

{
aTd = 0, −1 ≤ d ≤ 1,
di ≥ 0 if xki = 0, |{di : di �= 0}| ≤ m,

where |S| denote the number of elements in the set S. The indices of the nonzero
components of a solution d to (9.2) correspond to the subspace. Our subspace selection
scheme is based on a solution of the problem

(9.3) min
λk
2
dTd+ gT

kd subject to

{
aTd = 0, xk + d ≥ 0,
|{di : di �= 0}| ≤ m,

where λk ≥ 0 is chosen so that λkI ≈ ∇2f(xk). An advantage of the problem (9.2) is
that it has a very simple solution, as proved by Lin [45]. An advantage of (9.3) is that
the objective function and constraints may provide a better model for the nonlinear
optimization problem (1.1).

We obtain an approximation to a solution of (9.3) by using a heuristic algorithm
modeled on the exact algorithm for (9.2). Let d denote a solution of (9.3) with the
sparsity constraint neglected, let ν be the Lagrange multiplier associated with the
equality constraint, and let �i denote the ith term in the Lagrangian:

�i =
λk
2
d
2

i + (gki + νai)di.

We partition the indices of d into two sets, I0 corresponding to indices i for which
aidi ≤ 0 and I1 corresponding to indices i for which aidi > 0. We build Sk by
alternately inserting into Sk indices from one of the sets, say I0, followed by indices
from the other set I1. We start by initializing Sk to be the set consisting of an index
i associated with the smallest Lagrangian term of �i. Suppose i ∈ I0. Next, we insert
indices from I1 into Sk using those indices for which �i is smallest, stopping as soon
as

(9.4)
∑
i∈Sk

aidi > 0.

The algorithm continues to alternate between I0 and I1. We always select from the
remaining indices those for which �i is smallest, and we stop selection when the sum-
mation in (9.4) changes sign.

There has been much work concerning the convergence of algorithms based on
subspace selections. References include [13, 42, 44, 45, 46, 52, 63]. To ensure conver-
gence, we should include in Sk the index which makes �i smallest (as we do), and an
index j from the opposite set, either I0 or I1, that makes |ajdj | largest.
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10. Numerical experiments. In this section, we present some numerical ex-
periments to assess the performance of ASL using SVM test problems. The dual of
the two-class SVM classification problem is equivalent to the following quadratic pro-
gramming problem:

(10.1) min
1

2
xTAx− 1Tx subject to aTx = 0, 0 ≤ x ≤ C1,

where 1 is the vector whose entries are all 1, the vector a corresponds to the two
data classes with ai = 1 or ai = −1 for each i, A is an n by n matrix with
Aij = aiajK(wi,wj), wi ∈ R

m is the data, K : Rm × R
m → R is a given “ker-

nel function,” and C is a scalar connected with the flexibility which is allowed in
the data separation. Increasing C increases the penalty associated with a violation in
the separation condition. The components of a solution x of (10.1) are the Lagrange
multipliers associated with the separation condition. Generally, A is positive semidef-
inite; however, there are some kernel functions which lead to an indefinite matrix. In
applications, A can be huge, dense, and ill-conditioned. In fact, the rank of A could
be tiny compared to n. In particular, for a “linear kernel” K(wi,wj) = wT

i wj , the
rank of A is at mostm, which can be much smaller than n, the number of data points.

Algorithms for SVM include active set methods, primal/dual interior-point meth-
ods, semismooth methods, Lagrangianmethod, and decomposition methods. Some ref-
erences include [21, 23, 24, 25, 26, 28, 30, 37, 39, 41, 42, 43, 45, 46, 47, 49, 53, 56, 63].
At least for nonlinear kernels, block coordinate descent methods have been particu-
larly popular. One of the reasons for the success of these approaches for nonlinear
kernels is that simply evaluating a column of A can be expensive. If there exists an
optimal solution of (10.1) which is sparse (a relatively small number of nonzero com-
ponents), then by starting from the initial guess x = 0, and by only changing a few
components of x in each iteration, it may be possible to converge to an optimal solu-
tion while staying approximately within the sparsity pattern of the optimal solution.
Consequently, not all the columns of A need to be evaluated, leading to a significant
computational savings.

The experiments utilized the following codes:
• LIBSVM, version 2.91, by Chih-Chung Chang and Chih-Jen Lin [23]. The
code is available at the Website [14]. In each iteration the algorithm optimizes
over a working set consisting of two components of x.

• GPDT (gradient projection-based decomposition technique) by Thomas Ser-
afini, Luca Zanni, and Gaetano Zanghirati. The code is available at the
Website [62]. The algorithm solves a series of subspace optimization prob-
lems by a gradient projection method. The dimension of the subspace can be
chosen arbitrarily.

We considered three kernel functions:
1. linear: K(x,y) = xTy,
2. radial basis function: K(x,y) = exp(−γ‖x− y‖2),
3. polynomial: K(x,y) = (γxTy)d,

where γ = 1/m and d = 3. For these kernels, A is a positive semidefinite matrix.
We considered the eight test problems listed in Table 10.1. The first seven prob-

lems were obtained from the LIBSVM Website [14], while mnist was obtained from
the Website [9] of Léon Bottou. mnist corresponds to a classification problem for
the digit 8. The eight data sets are also posted at the Website [31] for this paper.
The data is relatively sparse in the sense that the number of nonzeros in the data
is much smaller than the product between m, the number of features, and n, the
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Table 10.1

The SVM test set.

Problem m n nnz
Name (features) (dimension) (nonzeros in data)

a7a 122 16100 223304
a8a 123 22696 314815
a9a 123 32561 451592
ijcnn1 22 49990 649870
w6a 300 17188 200470
w7a 300 24692 288148
real-sim 20958 72309 3709083
mnist 780 60000 8994156

number of data points. When the kernel is linear, this sparsity can be exploited in
the routines to evaluate the objective function. On the other hand, the A matrix is
completely nonzero for the radial basis function kernel, and for the poly kernel, A is
mostly nonzero. In these cases, the evaluation of the objective function and gradient
is relatively slow.

The stopping criterion in the numerical experiments was based on the violation
of the first-order optimality conditions. In our ASL-based algorithm for solving the
SVM problem, we estimated the violation e in the first-order optimality conditions at
a feasible point x and a multiplier μ as follows:

ei =

⎧⎪⎪⎨
⎪⎪⎩

xi if ∇xLi(x, μ) > xi,
∇xLi(x, μ) if xi ≥ ∇xLi(x, μ) ≥ 0,
C − xi if −∇xLi(x, μ) > C − xi,
−∇xLi(x, μ) if C − xi ≥ −∇xLi(x, μ) ≥ 0.

Note that e = 0 if and only if the first-order optimality conditions are satisfied.
Our stopping criterion was ‖e‖∞ ≤ 10−3. With this convergence tolerance, the codes
produced nearly the same objective function value to within 6 or 7 digits. Each of the
codes seems to use nearly the same stopping criterion.

In our first set of experiments, we compare the performance of ASL to that of
the gradient projection algorithm of Dai and Fletcher [17]. This algorithm can be
selected in the GPDT code to optimize over the subspace when solving an SVM
problem. When the subspace is the entire space, the gradient projection algorithm
is applied to the original SVM problem. When the GPDT code is used in this way
with the subspace equal to the entire space, the CPU time is abnormally large since
the GPDT code is designed to be efficient when the subspaces are relatively small
compared to the problem dimension. On the other hand, the number of iterations
of the gradient projection algorithm in GPDT can be compared to the number of
iterations of ASL since the running time of the two algorithms should, in principle, be
proportional to the number of iterations (the time of an iteration would be essentially
the time to update the gradient of the objective function).

Table 10.2 shows the comparison between the number of iterations of the gradient
projection algorithm and ASL. In 33 of the 36 cases, ASL uses fewer iterations to
satisfy the same stopping criterion. There are many cases where ASL uses on the
order of half as many iterations as the gradient projection algorithm.

In the next series of experiments, we compare the performance of the SVM codes
when they employ the subspace approach to solve the SVM test problems. We wrote
a wrapper svmASL which constructs the subspace and which calls ASL to solve the
subspace optimization problem. In the experiments, we consider four different choices
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Table 10.2

The number of iterations for the ASL compared to the number of iterations for the gradient
projection algorithm GP using the same convergence tolerance .001.

Problem Kernel C ASL GP
Name Iterations Iterations

a7a lin 1 4088 7897
lin 10 36325 69677
rbf 1 206 193
rbf 10 954 1420
poly 1 28 44
poly 10 64 69

a8a lin 1 6624 11409
lin 10 41755 80785
rbf 1 192 266
rbf 10 1236 1869
poly 1 28 45
poly 10 62 94

a9a lin 1 6442 12369
lin 10 69614 131139
rbf 1 266 307
rbf 10 1771 3230
poly 1 33 53
poly 10 83 98

ijcnn1 lin 1 1959 3210
lin 10 17759 26343
rbf 1 454 457
rbf 10 2215 2315
poly 1 68 89
poly 10 104 192

w7a lin 1 3019 5332
lin 10 17275 35605
rbf 1 411 723
rbf 10 1929 4753
poly 1 28 17
poly 10 69 70

real-sim lin 1 384 575
lin 10 3064 4049
rbf 1 8 14
rbf 10 15 27
poly 1 3 2
poly 10 3 3

for the upper bound in (10.1): C = 1, 10, 100, and 1000. The numerical experiments
were performed on a single processor of a Rackable Systems shared-memory computer
with eight dual-core 2.2 GHz AMD Opteron 875 processors, 1 MB cache for each
processor, and 64 GB memory. Default parameter values were used for the codes with
the following exception: For svmASL and GPDT, the subspace dimension was 250 for
linear kernels and 450 for nonlinear kernels.

The starting guess in the codes was always x1 = 0. For the affine-scaling method
developed in this paper, the iterates should lie in the relative interior of the feasible
set. We handle the interior-point requirement as follows: If xi = 0, then we keep xi = 0
until the step along the negative gradient moves xi into the interior of the feasible
set. From that point on, xi lies in the interior of the bound constraint.

At the Website [31] for this paper we have posted the running times, number
of iterations, and final objective function values for the codes. Here we compare the
running time performance of the codes using the performance profiles of Dolan and
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Moré [20]. A performance profile shows the fraction P of problems for which any given
method is within a factor τ of the best time. In a performance profile, the top curve is
the method that solved the most problems in a time that was within a factor τ of the
best time. The percentage of the test problems for which a method is the fastest is
given on the left axis of the plot. The right side of the plot gives the percentage of the
test problems that were successfully solved by each of the methods. In essence, the
right side is a measure of an algorithm’s robustness. Figures 10.1–10.3 compare
the CPU time performance of the methods for each of the kernels. These plots indicate
that svmASL provided the best running time performance for each of the kernels. For
the linear kernel, GPDT gave better performance than LIBSVM. For the nonlinear
kernels, GPDT and LIBSVM had similar performance for either small or large τ ; for
an intermediate range of τ , GPDT had better performance.
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Fig. 10.1. CPU time performance profiles for linear kernel.
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Fig. 10.2. CPU time performance profiles for radial basis function kernel.
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Fig. 10.3. CPU time performance profiles for polynomial kernel.

The codes LIBSVM, GPDT, and svmASL solve the dual formulation of the SVM
problem, and they handle both linear and nonlinear kernels. Special algorithms have
been developed for linear kernels. These include algorithms based on interior-point
methods [28, 66], a method LIBLINEAR [22] based on dual coordinate descent, and a
scheme SVMperf based on a “structural” formulation [40] of the SVM problem. CPU
time comparisons among these three methods are found in [66]. In these compar-
isons, LIBLINEAR was relatively fast. In Table 10.3 we compare the performance
of LIBLINEAR, Version 1.7 (L2 regularization and L1 loss function), to that of
svmASL, the affine-scaling gradient-based method developed in this paper, and
svmGP, the same code as svmASL except that the affine-scaling direction is replaced
by the direction given by our gradient projection algorithm [36].

As can be seen in Table 10.3, for some problems and for C sufficiently small,
LIBLINEAR is very fast. However, as C increases, either svmASL or svmGP are
faster than LIBLINEAR. The reason that svmGP is faster than svmASL is that,

Table 10.3

CPU time comparisons between an algorithm, LIBLINEAR, specifically tailored to linear ker-
nels, and both svmASL and svmGP.

Problem C LIBLINEAR svmASL svmGP
Name Time (secs) Time (secs) Time (secs)

a9a 1 1.9 7.4 4.3
10 16.0 24.1 10.3

100 144.9 144.3 48.8
1000 1107.7 965.1 315.5

ijcnn1 1 0.8 4.7 4.0
10 3.0 9.8 6.4

100 20.0 34.8 15.4
1000 138.0 206.4 72.0

mnist 1 greater than 24 hrs 90.8 80.7
10 greater than 24 hrs 618.3 515.9

100 greater than 24 hrs 5708.5 5084.5
1000 greater than 24 hrs 58403.9 53168.5
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for a linear kernel, the running time is mostly the time spent solving the subspace
problem. And within the subspace, the time spent computing the search direction is
a significant fraction of the solution time. Even though the algorithm developed in
section 8 for computing the affine-scaling direction is fast, our algorithm for projecting
a vector into a knapsack constraint is much faster. Hence, for a linear kernel, svmGP
is generally more efficient than svmASL. For nonlinear kernels, svmASL can be faster
than svmGP due to a smaller number of outer iterations.

11. Conclusions. The affine-scaling algorithm of [34] for general nonlinear opti-
mization with box constraints was generalized to handle problems with an additional
linear constraint aTx = b. The ASL was obtained by linearizing the first-order opti-
mality conditions in x and approximating the Hessian of the objective function by a
positive multiple of the identity matrix. This led to a nonlinear system of equations
for the search direction dk and the associated multiplier μk. The nonlinear system has
a unique solution according to Proposition 2.2. It is shown in Theorem 4.1 that ASL
with a nonmonotone Armijo-type line search is globally convergent to a stationary
point. Theorem 5.3 establishes R-linear convergence to the global optimum when the
objective function is strongly convex, the constraint multiplier is unique, and a non-
degeneracy condition holds. An algorithm denoted Newton–Secant2 could be used to
compute the multiplier μk. Typically, successive steps of Newton–Secant2 bracket μk

and the width of the bracketing intervals tends to zero with root convergence order
7. We evaluated the performance of ASL using SVM test problems. In Table 10.2 we
observed that the affine-scaling approach generally led to a reduction in the number
of iterations when compared to a gradient projection algorithm. A subspace imple-
mentation of ASL, denoted svmASL, was developed and compared to the SVM codes
LIBSVM [14, 23], based on a working set of size 2, and GPDT [60, 61, 67, 68], for
which the working set was arbitrary. The profiles in Figures 10.1–10.3 indicated that
svmASL gave the best CPU time performance.
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