
AppendixThis appendix provides additional details associated with the proofs of Lemma5.2, Lemma 5.3, and Lemma 7.1 in the paper \The Euler approximation in stateconstrained optimal control."Proof of Lemma 5.2. For completeness, we provide here the analysis associatedwith the term �i+1(rg(xi)0) in the second component of T . Let us apply (44) withthe following identi�cations: Let y(t) denote the continuous, piecewise linear functionof t for which y(ti) = xi for each i and set �(t) = rg(y(t)) to obtain�i+1(rg(xi)0) = �i+1h Z ti+1ti ddtrg(y(t))dt: (109)Based on this identity, the i-th element of the associated terms in the second compo-nent of �1 � �2 can be expressed:1h Z ti+1ti ddt��1i+1rg(y1(t))� �2i+1rg(y2(t))���i+1[(y1(t)� y2(t))Tr2g(x�(t))]� (�1i+1 � �2i+1)rg(x�(t))�dt; (110)where y1 and y2 are the continuous, piecewise linear interpolants associated with x1and x2 respectively. Here a product of the form yTr2g(x(t)) stands for a matrixwhose j-th row is yTr2gj(x(t)). For any given � > 0, we now derive a series ofestimates, which when combined, show that there exists r > 0 such that the sequencewhose i-th element is given by (110), has L2 norm bounded by �kw1 � w2kX for allw1; w2 2 Br(w�).To start, we decompose (110) into the sum of the following three terms:(Term 1)i : 1h Z ti+1ti ddt �(�1i+1 � �2i+1)[rg(y1(t))�rg(x�(t))]�dt:(Term 2)i : 1h Z ti+1ti ddt �(y1(t)� y2(t))r2g(x�(t))T(�2i+1 � ��i+1)� dt:(Term 3)i : 1h Z ti+1ti ddt ��2i+1[rg(y1(t))�rg(y2(t))]��2i+1[(y1(t)� y2(t))Tr2g(x�(t))]� dt:Each of these terms is now analyzed.Term 1. Taylor's theorem with integral remainder implies thatrgj(y1(t))�rgj(x�(t)) = (y1(t)� x�(t))T Z 10 r2gj((1� s)y1(t) + sx�(t)) ds: (111)37



Di�erentiating with respect to t and utilizing (33) gives����� ddt �rgj(y1(t))�rgj(x�(t))������ � cky1 � x�kW 1;1 � c(kx1 � x�kW 1;1 + h): (112)It follows that kTerm 1kL2 � c(kx1 � x�kW 1;1 + h)k�1 � �2kL2 :Hence, by (43) there exists �h and r > 0 such thatkTerm 1kL2 � �k�1 � �2kL2for all h � �h and x 2 Lip1� with kx� x�kH1 � r.Term 2. Letting Gj(t) denote the Hessian matrix r2gj(x�(t)), kGkW 1;1 is �niteby Smoothness, while (32) implies thatky1 � y2kH1 � kx1 � x2kH1: (113)Therefore, by (40) and for r > 0 su�ciently small,kTerm 2kL2 � ck�2 � ��kL1kx1 � x2kH1 � �kx1 � x2kH1for all �2 2 Lip� with k�2 � ��kL2 � r.Term 3. Let �Gj be de�ned by�Gj = Z 10 r2gj((1� s)y1(t) + sy2(t)) ds:This is the same Hessian matrix appearing in (111) except that x� has been replacedby y2. With this notation, Term 3 can be written as1h �����Z ti+1ti ddt ��2i+1(y1(t)� y2(t))T( �G(t)�G(t))� dt����� �(cj�2i+1j)k �G�GkW 1;1ph ky1 � y2kH1([ti;ti+1]): (114)For any � > 0, the continuity of the third derivatives of g given in Smoothnessimplies that k �G �GkW 1;1 � � (115)when kx1�x�kW 1;1 +kx2�x�kW 1;1 is su�ciently small. Hence, by (43), there existsr > 0 such that (115) holds for all x1 and x2 2 Lip1� with kx1�x�kH1+kx2�x�kH1 � r.Utilizing (115) in (114), we see thatj(Term 3)ij � c�j�2i jph ky1 � y2kH1([ti;ti+1 ]):38



Hence, taking � small enough and applying (41) and (113), we conclude that for somer > 0, kTerm 3kL2 � c�k�2kL1ky1 � y2kH1 � �kx1 � x2kH1for all �2 2 Lip� and x1; x2 2 Lip1� withk�2 � ��kL2 + kx1 � x�kH1 + kx2 � x�kH1 � r:In each of the three terms, � can be made arbitrarily small by shrinking �h and r.Hence, terms 1, 2, and 3 are all consistent with (51) when �h and r are su�cientlysmall.Proof of Lemma 5.3. For completeness, we provide here the analysis associatedwith the term �i+1(rg(xi)0) in the second component of T . Again, let q(t) denotesthe quadratic on [ti�1; ti+1] for which q(tj) = xj for j = i�1, i, and i+1, and let �(�)denote the linear function for which �(ti+1) = �i+1 and �(ti+2) = �i+2. Observe that(�i+1rg(xi)0)0 = 1h��i+1(rg(xi+1)�rg(xi))�0= 1h�(�i+1rg(xi+1))0 � (�i+1rg(xi))0�= 1h2 Z ti+1ti ddt��(t+ h)[rg(q(t+ h))�rg(q(t))]� dt= 1h2 Z ti+1ti ddt��+(t)[rg(q+(t))�rg(q(t))]� dt; (116)where the + subscript denotes translation by h; for example, q+(t) = q(t+ h). Theterms in ((T � L)(w) � ��)0 = ((T � L)(w)� (T � L)(w�))0corresponding to the term (116) are obtained by subtracting from it the linearizationaround x� and �� to obtain the following expression:1h2 Z ti+1ti ddt��+[rg(q+)�rg(q)]� ��+[rg(x�+)�rg(x�)]� ��+[(q+ � x�+)TG+ � (q � x�)TG]� (�+ � ��+)[K+ �K]�dt: (117)The �rst line of the expression (117) is simply (116) minus the same expressionwith (q; �) replaced by (x�; ��). The second line is the linearization, with respectto �rst the state variable, and then the multiplier. As in Section 6, we derive aseries of inequalities which together show that for all x 2 Lip1� and � 2 Lip� withkx � x�kH1 � r and k� � ��kL2 � r, the expression (117) can be made arbitrarilysmall by taking r su�ciently small.To start, we decompose (117) into the sum of following three terms:39



(Term 1)i : 1h2 Z ti+1ti ddt�(�+ � ��+)[rg(q+)�rg(q)� (K+ �K)]� dt.(Term 2)i : 1h2 Z ti+1ti � _��+[rg(q+)�rg(q)]� _��+[rg(x�+) �rg(x�)]� _��+[(q+ � x�+)TG+ � (q � x�)TG]� dt .(Term 3)i : 1h2 Z ti+1ti ���+[r _g(q+)�r _g(q)]� ��+[r _g(x�+) �r _g(x�)]� ddt��+[(q+ � x�+)TG+ � (q � x�)TG]� dt .Each of these terms is now analyzed.Term 1. First, note thatj[rg(q+)�rg(q)� (K+ �K)](t)j = j[(q+ � x�+)T �G+ � (q � x�)T �G](t)j= �����Z t+ht dds [(q(s)� x�(s))T �G(s)] ds������ chkq � x�kW 1;1([ti;ti+2]) (118)for all t 2 [ti; ti+1], where�Gj = Z 10 r2gj((1� � )q(t) + �x�(t))d�: (119)Since �q = x00i and x 2 Lip1�, it follows that _q is Lipschitz continuous with Lipschitzconstant bounded by �. By (47), q is Lipschitz continuous with Lipschitz constant atmost 
 + kx�kW 1;1 . Hence, we have����� ddt(rg(q(t+ h))�rg(q(t)))����� � ch and j _K(t+ h)� _K(t)j � ch; (120)for all t 2 [ti; ti+1]. Combining (118) and (120) givesj(Term 1)ij � c(kq � x�kW 1;1 + k� � ��kL1)� c(h+ kx� x�kW 1;1 + k� � ��kL1); (121)where the last inequality is based on (46). By (41) and (43), the right hand side of(121) can be made arbitrarily small, for all x 2 Lip1� and � 2 Lip� with kx�x�kH1 � rand k� � ��kL2 � r, by taking r and h su�ciently small.Term 2. Since_��(t)(rg(q(t))�rg(x�(t))) = _��(t)[(q(t)� x�(t))T �G(t)];40



where �G is de�ned in (119). Term 2 takes the following form_��+h2 Z ti+1ti �(q+ � x�+)T( �G+ �G+)� (q � x�)T( �G�G)�dt= _��+h2 Z ti+1ti Z t+ht dds�(q(s)� x�(s))T( �G(s)�G(s))�dsdt:Due to (47) and Smoothness, for any given 
 > 0, there exists r > 0 such thatk _�Gj � _GjkL1 � 
 and k �Gj �GjkL1 � ckq � x�kL1for all x 2 Lip1� with kx� x�kH1 � r. It follows thatj(Term 2)ij � ckq � x�kL1(
 + ckq � x�kW 1;1);which by (46) can be made arbitrarily small for all x 2 Lip1� with kx� x�kH1 � r, bytaking r su�ciently small.Term 3. We decompose Term 3 further into two terms, the �rst being��+h2 Z ti+1ti �(q+ � x�+)T _G+ � (q � x�)T _G�dt= ��+h2 Z ti+1ti Z t+ht dds [(q(s)� x�(s))T _G(s)] dsdt:By Smoothness, _G is Lipschitz continuous, so we havek(q � x�)T _GkW 1;1 � ckq � x�kW 1;1 ;which implies that�������+h2 Z ti+1ti Z t+ht dds�(q(s)� x�(s))T _G(s)�dsdt����� � ckq � x�kW 1;1 : (122)By (47), this can be made arbitrarily small, for all x 2 Lip1� with kx� x�kH1 � r, bytaking h and r > 0 su�ciently small.The second part of Term 3 is��+h2 Z ti+1ti � _qT+(GI+ �G+)� _qT(GI �G)� dt= ��+h2 Z ti+1ti Z t+ht dds� _q(s)T[GI(s)�G(s)]� dsdt; (123)where GIj (s) = r2gj(q(s)). By Smoothness, for any given 
 > 0, we can choose r > 0such that kr2gj(q)�r2gj(x�)kW 1;1 � 
; j = 1; 2; � � � ; k;41



for all x 2 Lip1� with kx�x�kH1 � r. Combining this with (47), the bound j�qj � �, and(122){(123), we conclude that Term 3 can be made arbitrarily small, for all x 2 Lip1�with kx� x�kH1 � r, by taking r > 0 su�ciently small.Proof of Lemma 7.1. In [18, Lem. 3.5] we show that there exists �� > 0,subsets J1; J2; � � � ; Jl of f1; 2; � � � ; kg; where J1 = ;, corresponding points 0 = �1 <�2 < � � � < �l+1 = 1, and a constant 0 < � < minq(�q+1 � �q) such that whenevert 2 [�q � �; �q+1 + �] \ [0; 1] for some 1 � q � l, we have I(t) � Jq andj Xj2Jq vj(K(t)B(t))jj � ��jvJq jfor every choice of v. Since Ki = Ki+1 +O(h), let us choose �h < � small enough thatj Xj2Jq vj(Ki+1Bi)jj � :5��jvJq jfor each ti 2 [�q � �; �q+1 + �] \ [0; 1] and h � �h, and for every choice of v. Ourapproach is to enforce the following equations(Kixi + bi)j = 0 for each j 2 Jq n Jq�1; ti 2 [�q + �; �q+1]; (124)(Kixi + bi)j = 0 for each j 2 Jq \ Jq�1; ti 2 [�q; �q+1]; (125)q = 2; 3; � � � ; l, where L(x; u) + a = 0, x0 = x0. Since J1 is empty, (68) holdstrivially on [�1; �2] = [0; �2]. Suppose that q > 1, and let us consider (68) on theinterval [�q; �q+1]. Since I(ti) � Jq for ti 2 [�q; �q+1], we conclude that any j 2 I(ti)is contained in either Jq \ Jq�1 or Jq n Jq�1. If j 2 Jq \ Jq�1, then by (125), (68)holds. If j 2 Jq n Jq�1, then by the construction in Lemma 9.1, I(ti) � Jq�1 for allti 2 [�q; �q + �]. Hence, if j 62 Jq�1 then j 62 I(ti) � Jq�1, and (68) holds on [�q; �q + �]since j 62 I(ti). On the other hand, if j 2 Jq n Jq�1 and ti 2 [�q + �; �q+1], then (68)holds by (124).Observe that if (Kixi + �i)Jq = 0 for i = p; (126)where p is the smallest integer i such that ti 2 [�q; �q+1], and if(Kixi + �i)0Jq = 0 for all ti 2 [�q; �q+1]; (127)then (Kixi + �i)Jq = 0 for all ti 2 [�q; �q+1]. Carrying out the di�erencing in (127)and substituting for xi+1 using the state equation (56), we obtain a linear equationfor ui. By Lemma 9.1, this equation has a solution, and the minimum norm solutioncan be written: ui(xi) = Vi[��0i +Ki+1ai �K 0ixi �Ki+1Aixi]Jq ; (128)42



where Vi = (Ki+1Bi)TJq [(Ki+1Bi)Jq (Ki+1Bi)TJq ]�1:(Recall that the Jq subscript attached to a matrix denotes the submatrix consistingof those rows associated with indices in Jq.) In the special case where Jq is empty,we simply set ui(x) = 0.Using these observations, we now explain how to construct x and u in order tosatisfy (124) and (125). On the initial interval, ui = 0 for each ti 2 [0; �2], and xi isobtained from the state equation (56). Assuming the components of x and u havebeen determined on the interval [0; �q], their values on [�q; �q+1] are obtained in thefollowing way: The control is given in feedback form by (128), where for j 2 Ji\Ji�1,(�i)j = (bi)j for ti 2 [�q; �q+1]: (129)For j 2 Jq nJq�1, (�i)j = (bi)j for ti 2 [�q+�; �q+1], while �j is linear in i on [�q; �q+�]with (�i)j = �(Kixi)j for i = p and (�i)j = (bi)j for i = �p; (130)where �p is the largest integer i such that ti 2 [�q; �q +�]. With this choice for �, (126)is satis�ed by (130) for j 2 Jq n Jq�1 and by induction for j 2 Jq \ Jq�1. With x andu given by (56) and (128) respectively, we have (Kixi + �i)Jq = 0 for all ti 2 [�q; �q+1]since (127) is satis�ed. Also, by the choice of � in (129),(Kixi + �i)j = (Kixi + bi)j = 0for each j 2 Jq\Jq�1 and ti 2 [�q; �q+1], and for each j 2 JqnJq�1 and ti 2 [�q+�; �q+1].Hence, (124) and (125) hold, which yields (68).By the equations (56) for the state, (128) for the control, and (129){(130) for �,(x; u) is an a�ne function of (a; b). Moreover, the change (�x; �u) in the state andcontrol associated with the change (�a; �b) in the parameters satis�es:k�xkH1([0;�q]) + k�ukL2([0;�q]) � c(k�akL2([0;�q]) + k��0kL2([0;�q])) (131)for each q, where � is speci�ed in (129){(130). To complete the proof, we need torelate the � term of (131) to the b term of (69). Note that (��i)j = (�bi)j if j 2 Jqand ti 2 [�q+�; �q+1] or if j 2 Jq\Jq�1 and ti 2 [�q; �q+�]. Hence, for this j, we havej(��0i)jj = j(�b0i)jj: (132)Assuming h is small enough that 2h < �=2, we have for j 2 JqnJq�1 and ti 2 [�q; �q+�],j(��0i)jj � (j(�b�p)jj+ j(Kp)j�xpj)=(� � 2h)� (2=�)(j(�b�p)j j+ j(Kp)j�xpj)� c(k�bkL1 + j�xpj) � c(k�bkH1 + j�xpj):43



Combining this with (132), we have, for each ti 2 [�q; �q+1],j��0ij � c(k�bkH1 + j�xpj+ j�b0ij): (133)We obtain (69) by an inductive argument. Initially, on the interval [�1; �2] = [0; �2],p = 0 and �x0 = 0 due to the initial condition. Hence, (131) and (133) give usk�xkH1([0;�2]) + k�ukL2([0;�2]) � c(k�akL2([0;�2]) + k�bkH1([0;�2])):Proceeding by induction, suppose thatk�xkH1([0;tq]) + k�ukL2([0;tq]) � c(k�akL2([0;tq]) + k�bkH1([0;tq]));and let p be the smallest integer i such that ti 2 [�q; �q+1]. Since j�xpj � k�xkH1([0;tq]),it follows that j�xpj � c(k�akL2([0;tq]) + k�bkH1([0;tq])):Combining this with (133) and utilizing (131) with q replaced by q+1, the inductionis complete.
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