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Abstract

For a linear-quadratic state constrained optimal control problem, it is proved in [11] that under an independence condition
for the active constraints, the optimal control is Lipschitz continuous. We now give a new proof of this result based on an
analysis of the Euler discretization given in [9]. There we exploit the Lipschitz continuity of the control to estimate the error
in the Euler discretization. Here we show that the theory developed for the Euler discretization can be used to derive the
Lipschitz continuity of the optimal control. c© 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction

We consider the following linear-quadratic problem
with state constraints:

minimize
1
2

∫ 1

0
(x(t)TQx(t) + u(t)TRu(t)) dt (1)

subject to

ẋ(t) = Ax(t) + Bu(t)

for a:e: t ∈ [0; 1]; x(0)= a; (2)

Kx(t) + b6 0 for all t ∈ [0; 1]; (3)

u∈L2; x∈H 1; (4)

where x(t)∈Rn; u(t)∈Rm, the matrices Q; R; A and
B have compatible dimensions, K is a k × n matrix,
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a∈Rn, and b∈Rk . Throughout, Lp denotes the usual
Lebesque space of functions with integrable p-power,
p¿ 1, and H 1 is the space of absolutely continuous
functions with derivatives in L2. We assume that Q
is positive semide�nite and R is positive de�nite, and
that there exists a pair (x; u) satisfying the constraints
(2)–(4). Under these conditions, there exists a unique
optimal solution (x∗; u∗) of problem (1).
LetA denote the active constraint set de�ned by

A(t)= {j∈{1; 2; : : : ; k} |Kjx∗(t) + bj =0};

where Kj is the jth row of the matrix K . We assume
that the constraints satisfy the following regularity
condition introduced in [11]:

Independence: A(0)= ∅ and there exists �¿0
such that∣∣∣∣∣∣
∑

j∈A(t)

vjKjB

∣∣∣∣∣∣¿ �|v| (5)
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for all t ∈ [0; 1] where A(t) 6= ∅ and for all v=
{vj | j∈A(t)}.

As shown in ([8], Eq. (43)), this regularity condi-
tion can be extended to the set of �-active constraints;
that is, there exists an �¿0 such that the independence
condition holds with the setA replaced by

A�(t)= {j∈{1; 2; : : : ; k} |Kjx∗(t) + bj¿−�}:

The independence condition also implies that there ex-
ists a feasible control ũ such that the corresponding
trajectory x= x̃ associated with u= ũ in Eq. (2) satis-
�es

Kx̃(t) + b¡0 for all t ∈ [0; 1]: (6)

This fact follows from the more general results con-
tained in ([7], Lemma 3) or ([8], Lemma 3.6).
There are various forms available in the literature

for the �rst-order optimality conditions (maximum
principle) for the problem (1). For our purposes here,
it is convenient to use the following duality based re-
sult from Hager and Mitter [12]: If there is a feasible
pair (x̃; ũ) satisfying Eq. (6), then there exists a func-
tion �∗ of bounded variation which is nondecreasing,
right continuous, and with �∗(1)= 0, and a function
 ∗ ∈H 1 which satisfy the following relations for al-
most every t ∈ [0; 1]:

u∗(t)=R−1BT(KT�(t)−  (t)); (7)

 ̇ (t)= − AT (t) + ATKT�(t)− Qx∗(t);

 (1)= 0; (8)

∫ 1

0
(Kx∗(t) + b)T d�(t)= 0: (9)

Although u∗ only lies in L2 according to Eq. (4), it
follows from Eq. (7) that there exists a member of the
equivalence class associated with u∗ that has bounded
variation. Consequently, we assume henceforth that
u∗ is a particular element of the equivalence class
that has bounded variation. In this paper, we establish
Lipschitz continuity properties for the solution and the
associated multipliers.

Theorem 1. The multiplier �∗ is Lipschitz continu-
ous on [0; 1), while the equivalence classes associ-
ated with ẋ∗, u∗, and  ̇

∗
contain functions that are

Lipschitz continuous on [0; 1].

This theorem is proved in [11] by applying a gen-
eral homotopy approach involving “compatible data”.
Here we present another proof of this result using a dis-
crete approximation approach. Our proof goes along
the following lines. We �rst show that the solution of a
discretized problem converges in an appropriate norm
to the solution of the original problem. After show-
ing the solution of the discrete problem is Lipschitz
continuous in discrete time, with a Lipschitz constant
independent of the mesh size, Theorem 1 is obtained
through a compactness argument. With the help of
additional results from [9], the analysis in this paper
can be extended to handle control constraints, time-
dependent matrices, and a weaker coercivity condition
for the objective function.
In the case k =1, corresponding to one state con-

straint, a stronger result is obtained in [10]. Namely,
under the independence condition, there exists an op-
timal control which is a piecewise analytic function
of time. This follows from the more general result,
proved in [10], that in this case there are �nitely many
points where the state constraint changes from active
to nonactive. The generalization of this result to prob-
lems with multiple state constraints is an open prob-
lem. For recent works on regularity of solutions in
optimal control, see [2–4, 13, 14].
Throughout this paper, c is a generic constant which

is independent of time t and mesh size h, Var(f) is the
total variation of f on the interval [0; 1]; Var(f)|�� is
the total variation of f on the interval [�; �], Br(x)
is the closed ball centered at x with radius r, and
O(h) is an expression that is bounded by ch.

2. The discrete problem

Let N be a natural number and de�ne h=1=N . The
Euler approximation to problem (1) associated with
the grid ti= ih; i=0; 1; : : : ; N , is the following:

minimize
1
2

N−1∑
i=0

xTi Qxi + uTi Rui (10)

subject to x′i =Axi + Bui; x0 = a;

Kxi + b6 0; i=0; 1; : : : ; N − 1; (11)

where x′i is the �rst divided di�erence, x
′
i =(xi+1 −

xi)=h.
Utilizing the independence condition, we show be-

low that the problem (10) is feasible for h su�ciently
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small. Since R is positive de�nite and Q is semidef-
inite, Eq. (10) has a unique solution (xh; uh). More-
over, by the Karush–Kuhn–Tucker conditions, there
exist Lagrange multipliers ph and �h such that the
following optimality conditions hold:

p′
i−= − Qxi − ATpi − KT�i; pN−1 = 0; (12)

ui= − R−1BTpi; (13)

Kxi + b∈NRk
+
(�i);

for i=0; 1; : : : ; N −1, whereNRk
+
(�) denotes the nor-

mal cone to the positive orthant Rk
+ at the point � and

p′
i− is the backward divided di�erence, p

′
i−=(pi −

pi−1)=h.
The KKTmultipliersph and �h are connected to the

multipliers  and � of the continuous problem through
the following transformation:

�i=−h
N∑
l=i

�l; where �N =0; and

 i=pi + KT�i+1: (14)

We note that �i= �′i . In terms of these transformed
multipliers, the �rst-order optimality conditions can
be stated in the following way: There exist multipli-
ers  h and �h associated with the solution (xh; uh) of
Eq. (10) such that (xh; uh;  h; �h) satis�es the follow-
ing conditions:

x′i =Axi + Bui; x0 = a; (15)

 ′
i−= − AT i − Qxi + ATKT�i+1;  N−1 = 0; (16)

Rui + BT i − BTKT�i+1 = 0; (17)

Kxi + b∈NRk
+
(�′i): (18)

Our �rst lemma compares a continuous state trajectory
to its discrete counterpart.

Lemma 1. Let v be a function of bounded variations
and let x=y be the solution of the state equation (2)
associated with u= v. Let vh be a discrete-time con-
trol and x=yh be the solution of Eq. (11) associated
with u= vh. Then we have

sup
06j6N

|y(tj)− yh
j |

6 ch

(
N−1∑
i=0

|vh
i − v(ti)|+Var(y) + Var(v)

)
:

(19)

Proof. By the state equation (2), we have

y(ti+1)− y(ti) =
∫ ti+1

ti
ẏ(t) dt

=
∫ ti+1

ti
Ay(t) + Bv(t) dt

= hAy(ti) + hBu(ti) + ri;

where

ri=
∫ ti+1

ti
A(y(t)− y(ti)) + B(v(t)− v(ti)) dt:

Combining this with Eq. (15) gives

�yi+1 =�yi + hA�yi + hB(v(ti)− vh
i ) + ri;

�y0 = 0;

where �yi=y(ti)− yh
i . It follows that

|�yj|6 c
j−1∑
i=0

h|v(ti)− vh
i |+ |ri|

6 c
N−1∑
i=0

(
h|v(ti)− vh

i |+
∫ ti+1

ti
|y(t)− y(ti)|

+ |v(t)− v(ti)| dt
)

6 ch
N−1∑
i=0

(
|v(ti)− vh

i |+Var(y)|ti+1ti

+Var(v)|ti+1ti

)

6 ch
N−1∑
i=0

|v(ti)− vh
i |+ ch(Var(y) + Var(v)):

This completes the proof.

As a consequence of Lemma 1, we have the exis-
tence of feasible points for (11).

Corollary 1. There exists �¿0 and �h¿0 with the fol-
lowing property: For all h6 �h, there exists a discrete
control ũh for which the state x= x̃h associated with
u= ũh in Eq. (11) satis�es

Kx̃h
i + b6− �¡0 for i=0; 1; : : : ; N − 1:

Proof. By ([7], Lemma 3), there exists a control
ũ∈L∞ for which the state x= x̃ associated with u= ũ
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in Eq. (2) satis�es

Kx̃(t) + b6− �¡0 for all t ∈ [0; 1]:
Since the in�nitely di�erentiable functions C∞ are
dense in L2, ũ can be chosen in C∞. De�ning
ũh
i = ũ(ti), taking h su�ciently small, and applying
Lemma 1, the proof is complete.

The discrete analogues of the L2; L∞ andH 1 norms
are de�ned in the following way. For a sequence of
n-vectors z0; z1; : : : ; zN−1, we have

‖z‖L2 =
√√√√N−1∑

i=0

h|zi|2;

‖z‖L∞ = sup
06i6N−1

|zi|;

‖z‖H 1 =
√
‖z‖2L2 + ‖z′‖2L2 :

De�ning H 1
a = {x∈H 1 | x0 = a}, and H 1

N = { ∈H 1 |
 N−1 = 0}, we consider the following map from
X :=H 1

a ×L2×H 1
N ×L2 to Y := L2×L2×L2×H 1:

(x; u;  ; �)=w 7→ −Lh(w) +Fh(w);

where

Lh(w)i=




x′i − Axi − Bui

 ′
i− + AT i + Qxi − ATKT�i+1

Rui − BT i + BTKT�i+1
Kxi + b


 ;

and F is the set-valued map of the form

Fh(w)i=




0
0
0

NRk
+
(�′i)


 :

Letting w∗
i =(x

∗
i ; u

∗
i ;  

∗
i ; �∗i ) denote the discrete func-

tion whose ith component is the value of the corre-
sponding continuous functions at ti, we have

Lh(w∗) + �h ∈Fh(w∗); (20)

where �h is the residual de�ned by

(�h)i

=−




(x∗i )
′ − Ax∗i − Bu∗i

( ∗
i−)

′ + AT ∗
i + Qx∗i − ATKT�∗i+1

BTKT(�∗i+1 − �∗i )

�i


 ;

(21)

with

(�i)j =



0 if (Kx∗(t) + b)j¡0

for all t ∈ (ti; ti+1);
(Kx∗i + b)j otherwise;

j=1; 2; : : : ; k. Our second lemma provides an estimate
for the residual.

Lemma 2. For the residual �h de�ned in Eq. (21),
we have

‖�h‖Y =O(
√
h):

Proof. Since �∗ and u∗ have bounded variation,
Eqs. (2) and (9) imply that ẋ∗ and  ̇

∗
have bounded

variation when restricted to some set E⊂ [0; 1] of
measure one. Focusing on the �rst component of �h,
observe that

h|(x∗)′i − Ax∗i − B∗u∗i |

=
∣∣∣∣
∫ ti+1

ti
(ẋ∗(t)− Ax∗i − Bu∗i ) dt

∣∣∣∣
6
∫ ti+1

ti
|ẋ∗(t)− ẋ∗(ti)| dt

6 hVar(ẋ∗)|ti+1ti : (22)

Here Var(ẋ∗) means the variation when restricted to E.
Let M denote the �rst integer¿Var(ẋ∗). Since there
are at most M choices of the index i for which

Var(ẋ∗)|ti+1ti ¿ 1;

and since c26 c when 06 c6 1, we have

(Var(ẋ∗)|ti+1ti )
26Var(ẋ∗)|ti+1ti

when Var(ẋ∗)|ti+1ti 6 1;

and by Eq. (22),

N−1∑
i=0

h|(x∗)′i − Ax∗i − B∗u∗i |2

6 h
N−1∑
i=0

(Var(ẋ∗)|ti+1ti )
2

6 MhVar(ẋ∗)2 +
N−1∑
i=0

hVar(ẋ∗)

∣∣∣∣∣
ti+1

ti

6MhVar(ẋ∗)2 + hVar(ẋ∗)

=O(h): (23)



A.L. Dontchev, W.W. Hager / Systems & Control Letters 35 (1998) 137–143 141

Hence, the �rst component of �h is bounded in L2

norm by O(
√
h). A similar treatment of the second

and the third components of �h shows that they are
bounded in L2 norm by O(

√
h) as well.

Now, consider the last component of �h for which
we need to obtain an estimate in H 1. Observe
that if (Kx∗(s) + b)j =0 for some s∈ (0; 1), then
Kjẋ∗(s−)¿ 0 and Kjẋ∗(s+)6 0 (otherwise the con-
straint Kx∗ + b6 0 is violated). For any given t ∈E,
let s± denote either s+ or s− where we choose s+ if
Kjẋ∗(t)¿0 and s− if Kjẋ∗(t)¡0. It follows that if t
and s∈ (ti; ti+1), then
|Kjẋ∗(t)|6 |Kjẋ∗(t)− Kjẋ∗(s±)|

6 cVar(ẋ∗)|ts± 6 cVar(ẋ∗)|ti+1ti : (24)

For any given i and j, either (�i)j =0 or (�i)j =
(Kx∗i +b)j. In this latter case, there exists s∈ (ti; ti+1)
such that (Kx∗(s) + b)j =0. It follows that

|(�i)j|= |(Kx∗i + b)j|
= |(Kx∗(ti) + b)j − (Kx∗(s) + b)j|

=
∣∣∣∣
∫ s

ti
Kjẋ∗(t) dt

∣∣∣∣6 chVar(ẋ∗)|ti+1ti ;

where we utilize Eq. (24) in the last inequal-
ity. Proceeding as in Eq. (23), we conclude that
‖�‖L2 =O(h

√
h). Since ‖�′‖L26 2h−1‖�‖L2 , it

follows that ‖�‖H 1 =O(
√
h). This completes the

proof.

Lemma 3. There exist positive numbers �; 
 and �h
such that for every h6 �h, the map

y 7→ (−Lh +Fh)−1(y)

is single-valued and Lipschitz continuous from the
ball B�(�h)⊂Y to X .

Proof. In ([9], Lemmas 10.1, 10.2, Corollary 10.3)
we prove this result in a more general setting, although
there it is assumed that the optimal control is Lipschitz
continuous, in which case the residual is O(h). The
regularity is exploited in the proof when we note that
the residual �h goes to zero as h goes to zero. In this
paper, on the other hand, we show in Lemma 2 that the
residual still goes to zero, as h goes to zero, when the
optimal control is of bounded variation. Hence, by
the analysis of [9], we obtain the Lipschitz continu-
ity result of Lemma 3 when the optimal control is of
bounded variation. To summarize the analysis of [9],
we �rst show that Independence implies surjectivity of

the gradient of the �-active state constraints. Using a
translation, we remove the parameter y from the con-
straints, obtaining a related linear quadratic problem
with a parameter entering linearly in the cost func-
tional. Exploiting the convexity of the cost function,
we show that the solution map is a Lipschitz contin-
uous function of the parameter in the cost function.
Finally, translating back to the original problem and
again utilizing the Independence condition, we obtain
that both the original solution map and the Lagrange
multiplier map are single-valued and Lipschitz con-
tinuous with respect to y:

Corollary 2. For h su�ciently small, we have

‖w∗ − wh‖X =O(
√
h); (25)

where wh=(xh; uh;  h; �h).

Proof. Referring to Lemma 2, choose h small enough
that 0∈B�(�h). Since wh ∈ (−Lh + Fh)−1(0)
and w∗ ∈ (−Lh + Fh)−1(�h) by Eq. (25), the es-
timate Eq. (25) is an immediate consequence of
Lemma 3.

Lemma 4. There exists c and �h¿0 such that for all
h6 �h,

‖uh‖L∞ + ‖(xh)′‖L∞ + ‖( h)′‖L∞ + ‖�h‖L∞¡c:

Proof. See ([6], Lemma 4.2) or the �rst part of the
proof of ([9], Lemma 11.1).

3. Lipschitz continuity

We now establish Lipschitz continuity, �rst in the
discrete problem, and then in the continuous problem.

Lemma 5. There exist c and �h¿0 such that for all
0¡h¡�h,

‖(uh)′‖L∞ + ‖(xh)′′‖L∞

+ ‖( h)′′‖L∞ + ‖(�h)′‖L∞¡c:

Proof. By Corollary 2, ‖xh − x∗‖H 1 → 0 as h→ 0.
Hence, for any given � and for h su�ciently small, the
constraints active in the discrete problem (10) are �
active in the continuous problem (1). As noted in the
introduction, the independence condition also holds
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for � active constraints. As a consequence, the inde-
pendence condition holds, for h su�ciently small, for
the solution to the discrete problem. The remainder
of the proof is a repetition to the second part of the
proof of Lemma 11.1 in [9], applied in our context.
For completeness, we present it here.
Henceforth, we omit the superscript “h” on the dis-

crete variables. For any given i, let Ki and bi denote
the sub-matrix of K and the sub-vector of b associ-
ated with the active state constraints at time level i.
We have

Kixi−1 + bi6 0; (26)

Kixi + bi=0; (27)

Kixi+1 + bi6 0: (28)

Subtracting Eq. (27) from the Eq. (28) gives Kix′i 6 0:
Substituting for x′i from Eq. (11) and ui from Eq. (13),
we obtain

KiAxi − KiBR−1BTpi6 0: (29)

Similarly, subtracting Eq. (27) from Eq. (28) and sub-
stituting x′i− from Eq. (11) and ui−1 from Eq. (13),
we get

− KiAxi−1 + KiBR−1BTpi−16 0: (30)

Adding Eq. (30) to Eq. (29) results in

KiAx′i− − KiBR−1BTp′
i−6 0:

Substituting for p′
i− from Eq. (12) and rearranging

yields

KiBR−1BTKTi �
+
i

6− KiAx′i− − KiBR−1BTATpi − KiBR−1BTQxi;

(31)

where �+i is the subvector of �i associated with the ac-
tive state constraints at time level i (recall that the com-
ponents of �i associated with inactive state constraints
are all zero). By the independence condition for the
discrete problem, the matrix KiBR−1BTKTi is a sym-
metric, positive-de�nite matrix with smallest eigen-
value 
¿0, independent of i and h. Multiplying both
sides of Eq. (31) by the nonnegative vector �+i , and
taking into account Eq. (14), we obtain


|�+i |2

6− (�+i )T(KiAx′i−+KiBR−1BTAT( i − KT�i+1)

+KiBR−1BTQxi):

Since the right-hand side of this inequality is bounded
by c|�+i | by Lemma 4, it follows that ‖�‖L∞ is
bounded, independent of h, for all h su�ciently small.
Since �′i = �i, we conclude that ‖�′‖L∞ is bounded, in-
dependent of h. This bound combined with Eqs. (16)
and (17) gives us the desired result.

Proof of Theorem 1. First, let us consider the con-
trol. Letting vh be the continuous piecewise linear
interpolant to uh, vh is uniformly bounded in L∞

by Lemma 4, while vh is Lipschitz continuous on
[0; 1] with a Lipschitz constant independent of h
by Lemma 5. Since the sequence {vh} is uniformly
bounded and equicontinuous, it follows from the
Ascoli–Arzela theorem ([1], p. 10) that there exists a
continuous function v∗ such that

‖vh − v∗‖L∞ → 0 as h→ 0:

The limit v∗ is Lipschitz continuous since the vh are
uniformly Lipschitz continuous. By the triangle in-
equality,∫ 1

0
|vh(t)− u∗(t)| dt

6
N−1∑
i=0

∫ ti+1

ti
|vh(t)− uh

i | dt

+
N−1∑
i=0

h|uh
i − u∗i |

+
N−1∑
i=0

∫ ti+1

ti
|u∗(ti)− u∗(t)| dt:

On the right-hand side, the �rst term is O(h) by
Lemma 5, the second term is O(

√
h) by Corollary 2

and the fact that the L1 norm is bounded by the L2

norm, and the third term is O(h) since u∗ has bounded
variation:

N−1∑
i=0

∫ ti+1

ti
|u∗(ti)− u∗(t)| dt

6
N−1∑
i=0

hVar(u∗)

∣∣∣∣∣
ti+1

ti

6 hVar(u∗):

Hence, u∗ is the L1 limit of vh. Since vh converges to
both v∗ and u∗, we conclude that v∗= u∗ almost every-
where. This shows that the equivalence class associ-
ated with u∗ contains a Lipschitz continuous function.
In a similar fashion, �∗ is equal almost everywhere
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to a Lipschitz continuous function on [0; 1]. Since �∗

is right continuous on [0; 1], we conclude that �∗ is
Lipschitz continuous on [0; 1). The Lipschitz continu-
ity of ẋ∗ and  ̇

∗
can be deduced from the state equa-

tion (2) and the adjoint equation (9):

Utilizing the regularity established in Theorem
1, it can be shown (see ([9], Lemma 5.1)) that
‖�h‖Y =O(h). Exploiting this estimate, as in Corol-
lary 1, yields

‖wh − w∗‖X =O(h);
which is the same estimate for the control error ob-
tained in [5] for a convex problem (see also ([6], Ch.
4)) and in [9] for a general nonlinear problem.
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