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#### Abstract

Local optimality conditions are given for a quadratic programming formulation of the multiset graph partitioning problem. These conditions are related to the structure of the graph and properties of the weights.
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## 1. Introduction

In multiset min-cut graph partitioning, the vertices of a graph are partitioned into sets of given sizes while minimizing the weighted sum of edges connecting vertices in different sets. Although we focus on min-cut in this paper, the maxcut problem can be treated in a similar fashion. Let $\mathbf{A}_{0}$ be an $n$ by $n$ symmetric weight matrix associated with an undirected graph with vertex set $V$ :

$$
V=\{1,2, \ldots, n\} .
$$

By assumption the diagonal of $\mathbf{A}_{0}$ is zero. Let $\mathbf{m}$ be a vector of $k$ positive integers that sum to $n$, where $m_{i}$ is the number of vertices in the $i$-th set of the partition, $1 \leq i \leq k$. Let $\mathbf{A}=\mathbf{A}_{0}+\mathbf{D}$ where $\mathbf{D}$ is any diagonal matrix whose elements satisfy the condition

$$
d_{i i}+d_{j j} \geq 2 a_{i j}
$$

[^0]for all $1 \leq i, j \leq n$. In [14] we show that graph partitioning is closely related to the following continuous quadratic programming problem:
$$
\text { maximize trace } \mathbf{X}^{\top} \mathbf{A X}
$$
\[

$$
\begin{equation*}
\text { subject to } \mathbf{X 1}=\mathbf{1}, \quad \mathbf{X}^{\top} \mathbf{1}=\mathbf{m}, \quad \mathbf{X} \geq \mathbf{0} . \tag{1}
\end{equation*}
$$

\]

Here $\mathbf{X}$ is an $n$ by $k$ matrix, $\mathbf{1}$ is a vector of the appropriate size whose elements are all one, and "T" denotes transpose.

Solutions of (1) and the optimal partition in the graph partitioning problem are related in the following way: If $\mathscr{S}_{j}$ is the set of vertices assigned to the $j$-th set in an optimal partition, then the matrix $\mathbf{X}$ defined by

$$
x_{i j}= \begin{cases}1 & \text { if } i \in S_{j}, \\ 0 & \text { if } i \notin S_{j},\end{cases}
$$

is a solution of (1). Conversely, there exists a solution of (1) whose matrix entries are all 0 or 1 (a $0 / 1$ solution), and an optimal partition of the vertices of the graph is given by

$$
\mathscr{S}_{j}=\left\{i: x_{i j}=1\right\} .
$$

Given any solution of (1) whose entries are not all $0 / 1$, there is a simple procedure (given in Algorithm 3 below) for moving to a $0 / 1$ solution.

In this paper, we give necessary and sufficient conditions characterizing local minimizers of (1), based on the general theory for quadratic programming [6, 9]. These conditions are related to the structure of the graph and the edge weights. When $\mathbf{X}$ is a $0 / 1$ matrix, we reformulate the first-order optimality conditions in terms of a feasibility problem for a linear system of inequalities.

Graph partitioning problems arise in circuit board and micro-chip design and in other layout problems (see [21]) and in sparse matrix pivoting strategies [ $7,13,15]$. In parallel computing, graph partitioning problems arise when tasks are partitioned among processors in order to minimize the communication between processors and to balance the processor loads. An application of graph partitioning to parallel molecular dynamics simulations is given in [26]. The maximum clique problem is another graph problem that has been given a quadratic programming formulation [12, 23]. Work related to other approaches to graph partitioning includes $[1,2,3,4,8,11,16,17,18,20,19,22$, 24, 25, 27].

## 2. Local optimality conditions

Our local optimality conditions make use of the following terminology. First, the support of a matrix $\mathbf{Y}$ is the set of indices associated with nonzero elements:

$$
\operatorname{supp} \mathbf{Y}=\left\{(i, j): y_{i j} \neq 0\right\} .
$$

Second, a path matrix is an $n$ by $k$ matrix whose entries are all contained in the set $\{0,+1,-1\}$ and whose nonzero entries are connected with two sequences


Fig. 1. A path matrix.
of integers in the following way. If $\left(r_{1}, r_{2}, \ldots, r_{l}\right)$ and $\left(c_{1}, c_{2}, \ldots, c_{l}\right)$ are sequences of integers with $1 \leq r_{i} \leq n$ and $1 \leq c_{i} \leq k$ for $1 \leq i \leq l$, where the elements in each sequence are distinct, the associated path matrix $\mathbf{Y}$ is entirely zero except for the $\left(r_{i}, c_{i}\right)$ elements which are +1 , and the $\left(r_{i+1}, c_{i}\right)$ and $\left(r_{1}, c_{l}\right)$ elements which are -1 , for each $i$. The set of all matrices $\mathbf{Y}$ constructed in this way is denoted $\mathscr{P}$. An example of such a matrix is depicted in Figure 1. All the elements of the matrix are zero except for the +1 and -1 entries associated with the row/column pairs of corners on the solid path. We let "path(r, c)" denote the path matrix in $\mathscr{P}$ associated with the vectors $\mathbf{r}$ and $\mathbf{c}$.

The first-order optimality system (Karusch-Kuhn-Tucker conditions) associated with a local minimizer of (1) is the following: There exist vectors $\lambda \in \mathbf{R}^{n}$ and $\boldsymbol{\mu} \in \mathbf{R}^{k}$, and an $n$ by $k$ matrix $\boldsymbol{\omega}$ such that

$$
\begin{equation*}
2 \mathbf{A X}+\lambda \mathbf{1}^{\top}+\mathbf{1} \boldsymbol{\mu}^{\top}+\omega=\mathbf{0}, \quad \omega \geq \mathbf{0}, \quad \omega \cdot \mathbf{X}=0 \tag{2}
\end{equation*}
$$

Throughout, "." denotes the usual dot product for matrices and vectors (sum of the products between respective components). Since the constraints of (1) are linear equalities and inequalities, the first-order optimality system holds at any local minimizer. The main result in our paper is the following:

Theorem 2.1. Suppose that $\mathbf{X}$ is feasible in (1) and $a_{i i}+a_{j j} \geq 2 a_{i j}$ for each $i$ and $j$. A necessary and sufficient condition for $\mathbf{X}$ to be a local minimizer of (1) is that the following conditions hold:
(P1) There exist $\lambda, \boldsymbol{\mu}$, and $\boldsymbol{\omega}$ satisfying (2).
(P2) Trace $\mathbf{Y}^{\top} \mathbf{A Y}=0$ and trace $\mathbf{Y}^{\top} \mathbf{A Z} \leq 0$ for each $\mathbf{Y}, \mathbf{Z} \in \mathscr{P}_{\mathbf{X}}\left(\Omega_{0}\right)$ where

$$
\begin{aligned}
& \Omega_{0}=\left\{(i, j): \omega_{i j}=0\right\}, \text { and } \\
& \mathscr{P}_{\mathbf{X}}\left(\Omega_{0}\right)=\left\{\mathbf{Y} \in \mathscr{P}: \operatorname{supp} \mathbf{Y} \subset \Omega_{0}, y_{i j} \geq 0 \text { when } x_{i j}=0 \text { and }(i, j) \in \Omega_{0}\right\}
\end{aligned}
$$

In proving this result, we need to consider perturbations $\mathbf{Y}$ around a local minimizer $\mathbf{X}$ of (1) that satisfy the homogeneous constraints $\mathbf{Y} \mathbf{1}=\mathbf{0}=\mathbf{Y}^{\top} \mathbf{1}$. We now show that any such matrix can be expressed as a positive linear combination of path matrices whose supports are contained in that of $\mathbf{Y}$. This result is based on the following construction of a single path matrix whose support is contained in that of $\mathbf{Y}$ :

```
Algorithm \(1\left(\right.\) Given \(\mathbf{Y} 1=0=\mathbf{Y}^{\top} \mathbf{1}, \mathbf{Y} \neq \mathbf{0}\), find \(\left.\mathbf{P} \in \mathscr{P}, \operatorname{supp} \mathbf{P} \subset \operatorname{supp} \mathbf{Y}\right)\)
    0 . Find \((i, j)\) such that \(y_{i j}>0\), set \(l=1, r_{1}=i, c_{1}=j\).
    1. Holding \(j\) fixed, find a new \(i\) such that \(y_{i j}<0\).
    2. If \(i=r_{p}\) for some \(1 \leq p \leq l\), goto step 7 .
    3. Increment \(l\) and set \(r_{l}=i\).
    4. Holding \(i\) fixed, find a new \(j\) such that \(y_{i j}>0\).
    5. If \(j=c_{p}\) for some \(1 \leq p<l\), set \(r_{p}=i\), decrement \(l\), and goto step 7 .
    6. Otherwise set \(c_{l}=j\) and goto step 1 .
    7. Set \(\mathbf{r}=\left(r_{p}, r_{p+1}, \ldots, r_{l}\right), \mathbf{c}=\left(c_{p}, c_{p+1}, \ldots, c_{l}\right)\), and \(\mathbf{P}=\operatorname{path}(\mathbf{r}, \mathbf{c})\).
end Algorithm 1
```

Since $\mathbf{Y}$ is nonzero in Algorithm 1, and its row and column sums vanish, the positive element appearing in step 0 and step 3 , and the negative element in step 1 all exist. Since the rows $r_{1}, r_{2}, \ldots$ and the columns $c_{1}, c_{2}, \ldots$ are chosen from finite sets, a row or a column eventually repeats; hence, Algorithm 1 will eventually branch to step 7 from either step 2 or step 5 . Observe in the construction of Algorithm $1, p_{i j}=1$ only if $y_{i j}>0$, and $p_{i j}=-1$ only if $y_{i j}<0$. The construction given in Algorithm 1 is illustrated in Figure 1. In this case, the first positive element of $\mathbf{Y}$ is the $(1,1)$ element and termination is achieved when a row repeats.

Lemma 2.2. Given an $n$ by $k$ matrix $\mathbf{Y}$ satisfying $\mathbf{Y} \mathbf{1}=\mathbf{0}=\mathbf{Y}^{\top} \mathbf{1}, \mathbf{Y} \neq \mathbf{0}$, there exists an integer $p>0$, scalars $\alpha_{l}>0$ and matrices $\mathbf{P}_{l} \in \mathscr{P}$, for $1 \leq l \leq p$, such that

$$
\begin{equation*}
\mathbf{Y}=\sum_{l=1}^{p} \alpha_{l} \mathbf{P}_{l}, \tag{3}
\end{equation*}
$$

where for each $l, \operatorname{supp} \mathbf{P}_{l} \subset \operatorname{supp} \mathbf{Y}$, and

$$
\begin{align*}
& \left(\mathbf{P}_{l}\right)_{i j}=+1 \quad \text { only if } y_{i j}>0, \text { and }  \tag{4}\\
& \left(\mathbf{P}_{l}\right)_{i j}=-1 \quad \text { only if } y_{i j}<0 \tag{5}
\end{align*}
$$

Proof. The proof is by induction. We initialize $\mathbf{Y}_{0}=\mathbf{Y}$, and suppose that for $l=0,1, \ldots, q-1$ we have positive scalars $\alpha_{l}$ and path matrices $\mathbf{P}_{l}$ whose sup-
port is contained in that of $\mathbf{Y}$, and which satisfy (4)-(5). Let $\mathbf{Y}_{l}$ be defined by the recurrence

$$
\mathbf{Y}_{l+1}=\mathbf{Y}_{l}-\alpha_{l} \mathbf{P}_{l}, \quad 0 \leq l<q
$$

We assume that these matrices have the following properties: (a) the nonzero elements of $\mathbf{Y}_{l+1}$ and the corresponding elements of $\mathbf{Y}_{l}$ have the same sign, and (b) the support of $\mathbf{Y}_{l+1}$ is strictly contained in the support of $\mathbf{Y}_{l}$ whenever $0 \leq l<q$. Since $\mathbf{Y}_{q}^{\top} \mathbf{1}=\mathbf{0}=\mathbf{1}^{\top} \mathbf{Y}_{q}$, Algorithm 1 yields a path matrix $\mathbf{P}_{q}$ with support contain in that of $\mathbf{Y}_{q}$, and as observed after the statement of the algorithm, $\left(\mathbf{P}_{q}\right)_{i j}=+1$ only if $\left(\mathbf{Y}_{q}\right)_{i j}>0$, and $\left(\mathbf{P}_{q}\right)_{i j}=-1$ only if $\left(\mathbf{Y}_{q}\right)_{i j}<0$. Consequently, the elements of $\mathbf{Y}_{q}-\alpha \mathbf{P}_{q}$ all have the same sign for $\alpha>0$ sufficiently small. Let $\alpha_{q}$ be the smallest $\alpha$ for which a nonzero element of $\mathbf{Y}_{q}$ is zero in $\mathbf{Y}_{q}-\alpha \mathbf{P}_{q}$. By the choice of $\alpha_{q}$, (a) and (b) hold for $l=q$. This completes the induction step. Since the support of the $\mathbf{Y}_{l}$ is strictly decreasing, there exists a $p$ such that $\mathbf{Y}_{p+1}=\mathbf{0}$, which yields (3) since

$$
\mathbf{Y}_{p+1}=\mathbf{Y}-\sum_{l=0}^{p} \alpha_{l} \mathbf{P}_{l}
$$

Proof of Theorem 2.1. If $\mathbf{X}$ is a local minimizer in (1), then (P1) holds since the constraints in (1) are linear equalities and inequalities. Let $b$ be the bilinear form defined by

$$
b(\mathbf{Y}, \mathbf{Z})=\operatorname{trace} \mathbf{Y}^{\top} \mathbf{A Z}
$$

According to [6, Thm. 1],

$$
\begin{equation*}
b(\mathbf{Y}, \mathbf{Y}) \leq 0 \quad \text { for all } \mathbf{Y} \in \mathscr{F} \mathbf{X}\left(\Omega_{0}\right) \tag{6}
\end{equation*}
$$

where

$$
\mathscr{F}_{\mathbf{X}}\left(\Omega_{0}\right)=\left\{\mathbf{Y}: \mathbf{Y} \mathbf{1}=\mathbf{0}=\mathbf{Y}^{\top} \mathbf{1}, y_{i j} \geq 0 \text { if } x_{i j}=0, \operatorname{supp} \mathbf{Y} \subset \Omega_{0}\right\}
$$

The condition (6) is the copositivity condition studied in [5]. Since $\mathscr{P}_{\mathbf{X}}\left(\Omega_{0}\right) \subset$ $\mathscr{F}_{\mathbf{x}}\left(\Omega_{0}\right)$, we have

$$
\begin{equation*}
b(\mathbf{Y}, \mathbf{Y}) \leq 0 \quad \text { for any } \mathbf{Y} \in \mathscr{P}_{\mathbf{X}}\left(\Omega_{0}\right) \tag{7}
\end{equation*}
$$

Since $b(\mathbf{Y}, \mathbf{Y})$ is unchanged after a permutation of rows and columns in $\mathbf{Y}$ and $\mathbf{A}$, we can assume, without loss of generality, that the nonzero elements of $\mathbf{Y}$ are the following:

$$
y_{j j}=1 \quad \text { for } 1 \leq j \leq i, \quad y_{j, j+1}=-1 \quad \text { for } 1 \leq j<i, \quad y_{i 1}=-1
$$

For this $\mathbf{Y}$, we have

$$
\begin{equation*}
b(\mathbf{Y}, \mathbf{Y})=\left(a_{11}+a_{i i}-2 a_{i 1}\right)+\sum_{j=1}^{i-1}\left(a_{j j}+a_{j+1, j+1}-2 a_{j, j+1}\right) \tag{8}
\end{equation*}
$$

Since $a_{i i}+a_{j j} \geq 2 a_{i j}$ for each $i$ and $j$, (8) implies that $b(\mathbf{Y}, \mathbf{Y}) \geq 0$. Combining this with (7), we deduce that $b(\mathbf{Y}, \mathbf{Y})=0$ for each $\mathbf{Y} \in \mathscr{P}_{\mathbf{X}}\left(\Omega_{0}\right)$. If $\mathbf{Y}, \mathbf{Z} \in$ $\mathscr{P}_{\mathbf{X}}\left(\Omega_{0}\right)$, then $\mathbf{Y}+\mathbf{Z} \in \mathscr{F}_{\mathbf{X}}\left(\Omega_{0}\right)$. Since $b(\mathbf{Y}, \mathbf{Y})=0=b(\mathbf{Z}, \mathbf{Z})=0$, the relation $b(\mathbf{Y}+\mathbf{Z}, \mathbf{Y}+\mathbf{Z}) \leq 0$ from (6) implies that $b(\mathbf{Y}, \mathbf{Z}) \leq 0$. This completes the proof of (P2).

Conversely, suppose that (P1) and (P2) hold. By [6, Thm. 3] $\mathbf{X}$ is a local minimizer if (6) holds. Given any nonzero $\mathbf{Y} \in \mathscr{F}_{\mathbf{X}}(\Omega)$, the decomposition of $\mathbf{Y}$ into path matrices provided by Lemma 2.2 along with (P2) give (6). Hence, X is a local minimizer.

Corollary 2.3. Suppose that $\mathbf{X}$ is a local minimizer in (1), and $a_{i i}+a_{j j} \geq 2 a_{i j}$ for each $i$ and $j$. Let $\lambda, \boldsymbol{\mu}$, and $\boldsymbol{\omega}$ satisfy (2), and define $\boldsymbol{\Omega}_{0}=\left\{(i, j): \omega_{i j}=0\right\}$. If $\mathbf{Y} \in \mathscr{P} \mathbf{x}\left(\Omega_{0}\right)$ and for some column $l$ of $\mathbf{Y}$, we have $y_{i l} \neq 0 \neq y_{j l}$, then $a_{i i}+a_{j j}=$ $2 a_{i j}$.

Proof. Since $\mathbf{X}$ is a local minimizer, (P2) implies that $b(\mathbf{Y}, \mathbf{Y})=0$ for any $\mathbf{Y} \in$ $\mathscr{P}_{\mathbf{x}}\left(\Omega_{0}\right)$. By (8) and the assumption $a_{i i}+a_{j j} \geq 2 a_{i j}$, it follows that each of the terms in parentheses in (8) vanishes. The elements in each of these terms correspond to $\mathrm{a}+1$ and -1 combination in some column of $\mathbf{Y}$. After inverting the permutation used in (8), we conclude that $a_{i i}+a_{j j}=2 a_{i j}$ if a column of $\mathbf{Y}$ contains $\mathrm{a}+1$ and -1 combination in rows $i$ and $j$.

Corollary 2.4. If $a_{i i}+a_{j j} \geq 2 a_{i j}$ for each $i$ and $j$ and $\mathbf{X}$ is feasible in (1), then a necessary and sufficient condition for $\mathbf{X}$ to be a strict local minimizer is that (P1) holds and the set $\mathscr{P}_{\mathbf{X}}\left(\Omega_{0}\right)$ in (P2) is empty.

Proof. If $\mathbf{X}$ is a strict local minimizer in (1), then (P1) and (P2) hold by Theorem 2.1. Suppose that $\mathscr{P}_{\mathbf{X}}\left(\Omega_{0}\right)$ is nonempty, let $\mathbf{Y} \in \mathscr{P}_{\mathbf{X}}\left(\Omega_{0}\right)$, and let $L$ be the Lagrangian defined by

$$
L(\mathbf{X})=f(\mathbf{X})+\lambda \cdot(\mathbf{X} \mathbf{1}-\mathbf{1})+\boldsymbol{\mu} \cdot\left(\mathbf{X}^{\top} \mathbf{1}-\mathbf{m}\right)+\omega \cdot \mathbf{X}
$$

where $f(\mathbf{X})=b(\mathbf{X}, \mathbf{X})$ is the cost function in (1). Expanding $L$ in a Taylor series around $\mathbf{X}$ and utilizing (2), we deduce that

$$
f(\mathbf{X}+\alpha \mathbf{Y})=f(\mathbf{X})-\alpha \boldsymbol{\omega} \cdot \mathbf{Y}+\alpha^{2} f(\mathbf{Y})
$$

whenever $\mathbf{Y 1}=\mathbf{0}=\mathbf{Y}^{\top} \mathbf{1}$. Since $f(\mathbf{Y})=0$ and $\boldsymbol{\omega} \cdot \mathbf{Y}=0$ for $\mathbf{Y} \in \mathscr{P}_{\mathbf{X}}\left(\Omega_{0}\right)$, it follows that $f(\mathbf{X}+\alpha \mathbf{Y})=f(\mathbf{X})$ for all choices of $\alpha$. Since $\mathbf{X}+\alpha \mathbf{Y}$ is feasible in (1) for $\alpha>0$ sufficiently small, $\mathbf{X}$ is not a strict local minimum. This is a contradiction, so $\mathscr{P}_{\mathbf{X}}\left(\Omega_{0}\right)$ is empty.

Conversely, if (P1) holds and $\mathscr{P}_{\mathbf{X}}\left(\Omega_{0}\right)$ is empty, then $\mathbf{X}$ is a local minimizer of (1) by Theorem 2.1. By [6, Thm. 2] $\mathbf{X}$ is a strict local minimizer if $\mathscr{F}_{\mathbf{X}}\left(\Omega_{0}\right)$ is empty. By Lemma 2.2 elements of $\mathscr{F}_{\mathbf{x}}\left(\Omega_{0}\right)$ are positive combinations of elements of $\mathscr{P}_{\mathbf{X}}\left(\Omega_{0}\right)$. Since $\mathscr{P}_{\mathbf{X}}\left(\Omega_{0}\right)$ is empty, $\mathscr{F}_{\mathbf{X}}\left(\Omega_{0}\right)$ is empty and $\mathbf{X}$ is a strict local minimizer.

Given any $\mathbf{X}$ feasible in (1), define

$$
\Omega_{+}(\mathbf{X})=\left\{(i, j): 0<x_{i j}<1\right\},
$$

the set of (free) indices associated with inactive constraints. A construction similar to that of Algorithm 1 can be used to generate a path matrix supported on $\Omega_{+}(\mathbf{X})$. In Algorithm 1, we use the fact that the row and column sums of $\mathbf{Y}$ vanish to deduce that in each row (column) where $\mathbf{Y}$ has a positive entry, there must be a negative entry. In the same way, if the row and column sums of $\mathbf{X}$ are integers, then in each row (column) where $\mathbf{X}$ has a fractional entry, there must be another fractional entry.

```
Algorithm \(2\left(X 1=1, X^{\top} 1=m, X\right.\) not 0/1, find \(P \in \mathscr{P}\), supp \(\left.P \subset \Omega_{+}(X)\right)\)
    0 . Find \((i, j) \in \Omega_{+}(\mathbf{X})\), set \(l=1, r_{1}=i, c_{1}=j\).
    1. Holding \(j\) fixed, find a new \(i\) such that \((i, j) \in \Omega_{+}(\mathbf{X})\).
    2. If \(i=r_{p}\) for some \(1 \leq p \leq l\), goto step 7 .
    3. Increment \(l\) and set \(r_{l}=i\).
    4. Holding \(i\) fixed, find a new \(j\) such that \((i, j) \in \Omega_{+}(\mathbf{X})\).
    5. If \(j=c_{p}\) for some \(1 \leq p<l\), set \(r_{p}=i\), decrement \(l\), and goto step 7 .
    6. Otherwise set \(c_{l}=j\) and goto step 1 .
    7. Set \(\mathbf{r}=\left(r_{p}, r_{p+1}, \ldots, r_{l}\right), \mathbf{c}=\left(c_{p}, c_{p+1}, \ldots, c_{l}\right)\), and \(\mathbf{P}=\operatorname{path}(\mathbf{r}, \mathbf{c})\).
end Algorithm 2
```

Given any $\mathbf{X}$ feasible in (1), we now show how to obtain a $0 / 1$ matrix $\mathbf{Y}$ that is feasible in (1) with trace $\mathbf{X}^{\top} \mathbf{A X} \leq$ trace $\mathbf{Y}^{\top} \mathbf{A Y}$. This construction involves adding successive multiples of a path matrix to $\mathbf{X}$. We now give one step in this construction: If $\mathbf{X}$ is feasible in (1) with $\mathbf{X}$ not $0 / 1$, Algorithm 2 yields $\mathbf{P} \in \mathscr{P}$ with supp $\mathbf{P} \subset \Omega_{+}(\mathbf{X})$. Observe that

$$
\begin{aligned}
& \operatorname{trace}(\mathbf{X}+\alpha \mathbf{P})^{\top} \mathbf{A}(\mathbf{X}+\alpha \mathbf{P}) \\
&=\operatorname{trace} \mathbf{X}^{\top} \mathbf{A} \mathbf{X}+2 \alpha \operatorname{trace} \mathbf{P}^{\top} \mathbf{A X}+\alpha^{2} \operatorname{trace} \mathbf{P}^{\top} \mathbf{A P}
\end{aligned}
$$

It follows from (8) that

$$
\begin{equation*}
\operatorname{trace} \mathbf{P}^{\top} \mathbf{A P} \geq 0 \tag{9}
\end{equation*}
$$

whenever $a_{i i}+a_{j j} \geq 2 a_{i j}$ for each $i$ and $j$. If trace $\mathbf{P}^{\top} \mathbf{A X} \geq 0$, then increase $\alpha$ until the first positive component of $\mathbf{X}+\alpha \mathbf{P}$ becomes zero. If trace $\mathbf{P}^{\top} \mathbf{A X} \leq 0$, then decrease $\alpha$ until the first positive component of $\mathbf{X}+\alpha \mathbf{P}$ becomes zero. Let $\alpha_{1}$ denote the value of $\alpha$ where this component becomes zero. Due to our choice for the sign of $\alpha_{1}$, we have

$$
\alpha_{1} \operatorname{trace} \mathbf{P}^{\top} \mathbf{A} \mathbf{X} \geq 0
$$

Combining this with (9) gives

$$
\operatorname{trace}\left(\mathbf{X}+\alpha_{1} \mathbf{P}\right)^{\top} \mathbf{A}\left(\mathbf{X}+\alpha_{1} \mathbf{P}\right) \geq \operatorname{trace} \mathbf{X}^{\top} \mathbf{A} \mathbf{X}
$$

Also, by the choice of $\alpha_{1}$, the support of $\mathbf{X}+\alpha_{1} \mathbf{P}$ is strictly contained in the support of $\mathbf{X}$. Continuing this process, with $\mathbf{X}$ replaced by $\mathbf{X}+\alpha_{1} \mathbf{P}$, we generate a sequence of feasible points for (1), with increasing value and with decreasing support. Eventually, we obtain a $0 / 1$ matrix whose value in (1) is at least as big as that of the starting matrix $\mathbf{X}$. We summarize this construction in the following algorithm:

```
Algorithm 3 (Move from X to Y with ascent, Y feasible in (1), Y 0/1)
    0. Initialize }\mp@subsup{\mathbf{X}}{0}{}=\mathbf{X},k=0\mathrm{ .
    1. Choose }\mathbf{P}\in\mathscr{P},\operatorname{supp}\mathbf{P}\subset\mp@subsup{\Omega}{+}{}(\mp@subsup{\mathbf{X}}{k}{})\mathrm{ , using Algorithm 2.
    2. Set s=1 if trace }\mp@subsup{\mathbf{P}}{}{\top}\mathbf{A}\mp@subsup{\mathbf{X}}{k}{}\geq0\mathrm{ , and }s=-1\mathrm{ otherwise.
    3. Set }\mp@subsup{\alpha}{1}{}=\operatorname{max}{\alpha:\mp@subsup{\mathbf{X}}{k}{}+\mp@subsup{\alpha}{s}{}\mathbf{P}\geq\mathbf{0}}\mathrm{ .
    4. Set }\mp@subsup{\mathbf{X}}{k+1}{}=\mp@subsup{\mathbf{X}}{k}{}+\mp@subsup{\alpha}{1}{}s\mathbf{P}\mathrm{ , and increment }k\mathrm{ .
    5. If }\mp@subsup{\mathbf{X}}{k}{}\mathrm{ is 0/1, set Y}=\mp@subsup{\mathbf{X}}{k}{}\mathrm{ and stop; otherwise goto step 1.
end Algorithm 3
```

We now give an equivalent formulation of the first-order conditions (2) for $0 / 1$ matrices in terms of a feasibility problem for a system of inequalities. Given a $0 / 1$ matrix $\mathbf{X}$ that is feasible in (1), define the set

$$
\chi_{j}=\left\{i: x_{i j}=1\right\} .
$$

Since the column sums of $\mathbf{X}$ total $n$, we have

$$
\bigcup_{j=1}^{k} \chi_{j}=\{1,2, \ldots, n\} \quad \text { and } \quad \chi_{i} \cap \chi_{j}=\varnothing \quad \text { for } i \neq j
$$

Theorem 2.5. Given a $0 / 1$ matrix $\mathbf{X}$ that is feasible in (1), let $\mathbf{C}$ be the $k$ by $k$ matrix with elements

$$
c_{i j}=\max _{l \in \chi_{j}} 2\left(\mathbf{A}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)\right)_{l},
$$

where $\mathbf{x}_{i}$ is the $i$-th column of $\mathbf{X}$. There exists a solution $\lambda, \boldsymbol{\mu}$, and $\boldsymbol{\omega}$ of (2) if and only if there exists a solution $\boldsymbol{\mu} \in \mathbf{R}^{k}$ to the following $k$ by $k$ system of linear inequalities:

$$
\begin{equation*}
\mu_{j}-\mu_{i} \geq c_{i j}, \quad 1 \leq i \leq k, 1 \leq j \leq k \tag{10}
\end{equation*}
$$

A solution $\lambda$ and $\omega$ of (2) corresponding to a solution $\boldsymbol{\mu}$ of (10) is

$$
\begin{equation*}
\lambda_{l}=-2\left(\mathbf{A} \mathbf{x}_{j}\right)_{l}-\mu_{j} \quad \text { for all } l \in \chi_{j}, j=1,2, \ldots, k \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega=-\left(2 \mathbf{A X}+\lambda \mathbf{1}^{\top}+\mathbf{1} \boldsymbol{\mu}^{\top}\right) \tag{12}
\end{equation*}
$$

Proof. Suppose $\boldsymbol{\mu}$ satisfies (10) and $\boldsymbol{\lambda}$ and $\boldsymbol{\omega}$ are given by (11) and (12). If $\boldsymbol{\omega}_{j}$ denotes the $j$-th column of $\omega$, then

$$
\begin{equation*}
\boldsymbol{\omega}_{j}=-\left(2 \mathbf{A} \mathbf{x}_{j}+\lambda+\mathbf{1} \mu_{j}\right) \tag{13}
\end{equation*}
$$

After substituting for $\lambda$ using (11), we obtain $\omega_{l j}=0$ for $l \in \mathscr{X}_{j}$. Hence, the complementary slackness condition and the inequality $\boldsymbol{\omega} \geq \mathbf{0}$ in (2) are satisfied for each $j$ and for each $l \in \chi_{j}$. For $i \neq j$ and $l \in \chi_{j}$, (13) gives

$$
\begin{equation*}
\omega_{l i}=-\left(2 \mathbf{A} \mathbf{x}_{i}+\lambda\right)_{l}-\mathbf{1} \mu_{i} . \tag{14}
\end{equation*}
$$

Table 1. An example graph

| Node | Connect to | Node | Connect to |
| :---: | :---: | :---: | :---: |
| 1 | 7121314151617 | 9 | 111519 |
| 2 | 12171820 | 11 | 14171820 |
| 3 | 5111314181920 | 12 | 14 |
| 4 | 69 | 13 | 1820 |
| 5 | 7910121619 | 14 | 161820 |
| 6 | 161820 | 16 | 18 |
| 7 | 891116 | 17 | 18 |
| 8 | 1518 | 18 | 20 |

Table 2. A partitioning and its refinement

| Set | Chaco |  | Refinement |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 1 | 12 | 14 | 1 | 12 | 14 |
| 2 | 7 | 11 | 16 | 7 | 9 | 11 |
| 3 | 5 | 9 | 10 | 5 | 10 | 16 |
| 4 | 4 | 6 | 20 | 4 | 6 | 20 |
| 5 | 2 | 13 | 17 | 2 | 17 | 18 |
| 6 | 8 | 15 | 18 | 8 | 13 | 15 |
| 7 | 3 | 19 |  | 3 | 19 |  |

Substituting (11) in (14) yields

$$
\omega_{l i}=\mu_{j}-\mu_{i}-2\left(\mathbf{A}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)\right)_{l}
$$

for all $l \in \chi_{j}$. If (10) holds, then $\omega_{l i} \geq 0$. Since $x_{l i}=0$, the last two conditions in (2) are satisfied.

Conversely, suppose that (2) holds. Obviously, (12) holds trivially. By the complementary slackness condition in (2), $\omega_{l j}=0$ for all $l \in \chi_{j}$ since $x_{l j}=1$. Hence, the first equation in (2), restricted to column $j$ and rows $l \in \chi_{j}$ gives (11). Now consider the $i$-th column in (2), restricted to rows $l \in \chi_{j}$. After substituting for $\lambda_{l}$ using (11), we have

$$
2\left(\mathbf{A x}_{i}-\mathbf{A} \mathbf{x}_{j}\right)_{l}+\mu_{i}-\mu_{j}+\omega_{l i}=0
$$

Since $\omega_{l i} \geq 0$, we conclude that $\mu_{j}-\mu_{i} \geq 2\left(\mathbf{A x}_{i}-\mathbf{A x}\right)_{j}$ for each $l \in \chi_{j}$; this implies that $\mu_{j}-\mu_{i} \geq c_{i j}$.

As a small illustration of Theorem 2.5, we consider the graph (see [10, Table 3], [25]) described in Table 1.

Using the Chaco partitioning code [18], the vertices of the graph were partitioned into 6 sets of size 3 and 1 set of size 2 , while minimizing the number of cut edges (edges connecting vertices in different sets in the partition). There were 38 cut edges for the Chaco partitioning shown in Table 2. Using an LP code, we found that the system (10) was infeasible, so this partitioning did not correspond to a local minimizer in (1). Using the gradient projection algorithm and the starting guess corresponding to the Chaco partitioning, we converged to the refinement shown in Table 2, for which the number of cut edges was 36 . Notice that the refinement interchanged vertices 9 and 16 in sets 2 and 3 , and vertices 13 and 18 in sets 5 and 6.
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