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Summary. The convergence rate is determined for Runge-Kutta discretizations of nonlinear control problems. The analysis utilizes a connection between the Kuhn-Tucker multipliers for the discrete problem and the adjoint variables associated with the continuous minimum principle. This connection can also be exploited in numerical solution techniques that require the gradient of the discrete cost function.
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## 1. Introduction

We analyze the convergence rate of Runge-Kutta discretizations of control problems. Unless the coefficients in the final stage of the Runge-Kutta scheme are all positive, the solution to the discrete problem can diverge from the solution to the continuous problem. In the case that these final coefficients are all positive, Runge-Kutta schemes of orders 1 or 2 yield discretizations of optimal control problems of orders 1 or 2 respectively. A third-order Runge-Kutta scheme for differential equations must satisfy an additional condition to achieve third-order accuracy for optimal control problems, while a fourth-order Runge-Kutta scheme for differential equations must satisfy another four conditions to achieve fourth-order accuracy in optimal control. One particular family of integration schemes for differential equations, the 4 -stage explicit fourth-order Runge-Kutta schemes, satisfy all the conditions needed for fourth-order accuracy in optimal control. For third and fourth-order Runge-Kutta schemes, the discrete controls

[^0]often converge to the continuous solution more slowly than the discrete state and adjoint variables at the grid points. As a result, a better approximation to the continuous optimal control is obtained from an a posteriori computation involving the computed discrete state and adjoint variables.

The analysis exploits the tree-based expansions and order conditions developed by Butcher [8] for ordinary differential equations, and a transformation of the first-order necessary conditions for the discrete control problem presented by the author in [31]. This transformation leads to a Runge-Kutta scheme for the adjoint (costate) equation in the optimal control problem which is often different from the original Runge-Kutta discretization of the state equation. This discrepancy between the state and costate discretizations leads to additional conditions that the coefficients of the Runge-Kutta scheme must satisfy to achieve third or fourth-order accuracy in the control context. This local order-of-accuracy analysis can be extended to an $L^{\infty}$ error bound using previously developed theory (see [35], [20], and [22]). In a companion paper [24] it is shown for second-order Runge-Kutta schemes, the positivity restriction for the coefficients in the final stage can be removed through a reduction in the dimension of the discrete control space. Some of the earlier work on discrete approximations to problems in optimal control includes the following papers and books: [4]-[7], [9]-[22], [28], [30]-[32], [35]-[37], [41]-[47], [49], and [50].

The paper is organized in the following way: Section 2 presents the Runge-Kutta discretization and the main theorem for unconstrained control problems. Section 3 derives the transformed adjoint system, and relates it both to the continuous adjoint equation and to the original discretization. Section 4 analyzes the order of approximation of Runge-Kutta discretizations of optimal control problems. This analysis is local in nature and involves conditions that the Runge-Kutta coefficients must satisfy so that the Taylor expansion of the discrete and the continuous problem match to a given order. Section 5 uses the abstract framework in [22, Thm. 3.1] to convert the local analysis into an $L^{\infty}$ error estimate for the solution to the discrete problem. Section 6 gives specific illustrations of the theory, and proves that a 4-stage explicit fourth-order Runge-Kutta scheme for differential equations yields a fourth-order discretization in optimal control. Finally, Sect. 7 analyzes the effect of control constraints.

## 2. The problem and its discretization

We consider the following optimal control problem:
(1) minimize $C(\mathbf{x}(1))$

$$
\begin{aligned}
& \text { subject to } \mathbf{x}^{\prime}(t)=\mathbf{f}(\mathbf{x}(t), \mathbf{u}(t)), \quad \mathbf{u}(t) \in U, \quad \text { a. e. } t \in[0,1] \\
& \qquad \mathbf{x}(0)=\mathbf{a}, \quad \mathbf{x} \in W^{1, \infty}, \quad \mathbf{u} \in L^{\infty}
\end{aligned}
$$

where the state $\mathbf{x}(t) \in \mathbf{R}^{n}, \mathbf{x}^{\prime}$ stands for $\frac{d}{d t} \mathbf{x}$, the control $\mathbf{u}(t) \in \mathbf{R}^{m}$, $\mathbf{f}: \mathbf{R}^{n} \times \mathbf{R}^{m} \mapsto \mathbf{R}^{n}, C: \mathbf{R}^{n} \mapsto \mathbf{R}$, and $U \subset \mathbf{R}^{m}$ is closed and convex.

Throughout the paper, $L^{p}\left(\mathbf{R}^{n}\right)$ denotes the usual Lebesgue space of measurable functions $\mathbf{x}:[0,1] \mapsto \mathbf{R}^{n}$ with $|\mathbf{x}(\cdot)|^{p}$ integrable, equipped with its standard norm

$$
\|\mathbf{x}\|_{L^{p}}=\left(\int_{0}^{1}|\mathbf{x}(t)|^{p} d t\right)^{1 / p}
$$

where $|\cdot|$ is the Euclidean norm. Of course, $p=\infty$ corresponds to the space of essentially bounded, measurable functions equipped with the essential supremum norm. Further, $W^{m, p}\left(\mathbf{R}^{n}\right)$ is the Sobolev space consisting of vector-valued measurable functions $\mathbf{x}:[0,1] \mapsto \mathbf{R}^{n}$ whose $j$-th derivative lies in $L^{p}$ for all $0 \leq j \leq m$ with the norm

$$
\|\mathbf{x}\|_{W^{m, p}}=\sum_{j=0}^{m}\left\|\mathbf{x}^{(j)}\right\|_{L^{p}}
$$

When the range $\mathbf{R}^{n}$ is clear from context, it is omitted. Throughout, $c$ is a generic constant, that has different values in different relations, and which is independent of time and the mesh spacing in the approximating problem. The transpose of a matrix $\mathbf{A}$ is $\mathbf{A}^{\top}$, and $B_{a}(\mathbf{x})$ is the closed ball centered at x with radius $a$.

We now present the assumptions that are employed in our analysis of Runge-Kutta discretizations of (1). The first assumption is related to the regularity of the solution and the problem functions.
Smoothness. For some integer $\kappa \geq 2$, the problem (1) has a local solution $\left(\mathbf{x}^{*}, \mathbf{u}^{*}\right)$ which lies in $W^{\kappa, \infty} \times W^{\kappa-1, \infty}$. There exists an open set $\Omega \subset$ $\mathbf{R}^{n} \times \mathbf{R}^{m}$ and $\rho>0$ such that $B_{\rho}\left(\mathbf{x}^{*}(t), \mathbf{u}^{*}(t)\right) \subset \Omega$ for every $t \in[0,1]$, the first $\kappa$ derivatives of $\mathbf{f}$ are Lipschitz continuous in $\Omega$, and the first $\kappa$ derivative of $C$ are Lipschitz continuous in $B_{\rho}\left(\mathbf{x}^{*}(1)\right)$.

Under this assumption, there exists an associated Lagrange multiplier $\psi^{*} \in W^{\kappa, \infty}$ for which the following form of the first-order optimality conditions (minimum principle) is satisfied at $\left(\mathbf{x}^{*}, \boldsymbol{\psi}^{*}, \mathbf{u}^{*}\right)$ :
(2) $\mathbf{x}^{\prime}(t)=\mathbf{f}(\mathbf{x}(t), \mathbf{u}(t)) \quad$ for all $t \in[0,1], \quad \mathbf{x}(0)=\mathbf{a}$,
(3) $\boldsymbol{\psi}^{\prime}(t)=-\nabla_{x} H(\mathbf{x}(t), \boldsymbol{\psi}(t), \mathbf{u}(t)) \quad$ for all $t \in[0,1]$,

$$
\boldsymbol{\psi}(1)=\nabla C(\mathbf{x}(1))
$$

$$
\begin{equation*}
\mathbf{u}(t) \in U, \quad-\nabla_{u} H(\mathbf{x}(t), \boldsymbol{\psi}(t), \mathbf{u}(t)) \in N_{U}(\mathbf{u}(t)) \quad \text { for all } t \in[0,1] . \tag{4}
\end{equation*}
$$

Here $H$ is the Hamiltonian defined by

$$
\begin{equation*}
H(\mathbf{x}, \boldsymbol{\psi}, \mathbf{u})=\boldsymbol{\psi} \mathbf{f}(\mathbf{x}, \mathbf{u}) \tag{5}
\end{equation*}
$$

where $\boldsymbol{\psi}$ is a row vector in $\mathbf{R}^{n}$. The normal cone mapping $N_{U}$ is the following: For any $\mathbf{u} \in U$,

$$
N_{U}(\mathbf{u})=\left\{\mathbf{w} \in \mathbf{R}^{m}: \mathbf{w}^{\top}(\mathbf{v}-\mathbf{u}) \leq 0 \text { for all } \mathbf{v} \in U\right\}
$$

Let us define the following matrices:
$\mathbf{A}(t)=\nabla_{x} \mathbf{f}\left(\mathbf{x}^{*}(t), \mathbf{u}^{*}(t)\right), \mathbf{B}(t)=\nabla_{u} \mathbf{f}\left(\mathbf{x}^{*}(t), \mathbf{u}^{*}(t)\right), \mathbf{V}=\nabla C\left(\mathbf{x}^{*}(1)\right)$,
$\mathbf{Q}(t)=\nabla_{x x} H\left(\mathbf{w}^{*}(t)\right), \mathbf{R}(t)=\nabla_{u u} H\left(\mathbf{w}^{*}(t)\right), \mathbf{S}(t)=\nabla_{x u} H\left(\mathbf{w}^{*}(t)\right)$,
where $\mathbf{w}^{*}=\left(\mathbf{x}^{*}, \boldsymbol{\psi}^{*}, \mathbf{u}^{*}\right)$. Let $\mathcal{B}$ be the quadratic form defined by

$$
\mathcal{B}(\mathbf{x}, \mathbf{u})=\frac{1}{2}\left(\mathbf{x}(1)^{\top} \mathbf{V} \mathbf{x}(1)+\langle\mathbf{x}, \mathbf{Q} \mathbf{x}\rangle+\langle\mathbf{u}, \mathbf{R u}\rangle+2\langle\mathbf{x}, \mathbf{S u}\rangle\right)
$$

where $\langle\cdot, \cdot\rangle$ denotes the usual $L^{2}$ inner product. Our second assumption is a growth condition:
Coercivity. There exists a constant $\alpha>0$ such that

$$
\mathcal{B}(\mathbf{x}, \mathbf{u}) \geq \alpha\|\mathbf{u}\|_{L^{2}}^{2} \quad \text { for all } \quad(\mathbf{x}, \mathbf{u}) \in \mathcal{M}
$$

where

$$
\begin{aligned}
\mathcal{M}= & \left\{(\mathbf{x}, \mathbf{u}): \mathbf{x} \in W^{1,2}, \mathbf{u} \in L^{2}, \dot{\mathbf{x}}=\mathbf{A} \mathbf{x}+\mathbf{B u}\right. \\
& \mathbf{x}(0)=\mathbf{0}, \mathbf{u}(t) \in U-U \text { a. e. } t \in[0,1]\}
\end{aligned}
$$

Coercivity is a strong form of a second-order sufficient optimality condition in the sense that it implies not only strict local optimality, but also Lipschitzian dependence of the solution and multipliers with respect to parameters (see [20], [23], [21]). For recent work on second-order sufficient conditions, see [26] and [51].

We consider the discrete approximation to this continuous problem that is obtained by solving the differential equation using a Runge-Kutta integration scheme. For convenience, we consider a uniform mesh of width $h=1 / N$ where $N$ is a natural number, and we let $\mathbf{x}_{k}$ denote the approximation to $\mathbf{x}\left(t_{k}\right)$ where $t_{k}=k h$. An $s$-stage Runge-Kutta scheme [8] with coefficients $a_{i j}$ and $b_{i}, 1 \leq i, j \leq s$, is given by

$$
\begin{equation*}
\mathbf{x}_{k}^{\prime}=\sum_{i=1}^{s} b_{i} \mathbf{f}\left(\mathbf{y}_{i}, \mathbf{u}_{k i}\right) \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{y}_{i}=\mathbf{x}_{k}+h \sum_{j=1}^{s} a_{i j} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right), \quad 1 \leq i \leq s \tag{7}
\end{equation*}
$$

and prime denotes, in this discrete context, the forward divided difference:

$$
\mathbf{x}_{k}^{\prime}=\frac{\mathbf{x}_{k+1}-\mathbf{x}_{k}}{h}
$$

In (6) and (7), $\mathbf{y}_{j}$ and $\mathbf{u}_{k j}$ are the intermediate state and control variables on the interval $\left[t_{k}, t_{k+1}\right]$. The dependence of the intermediate state variables on $k$ is not explicit in our notation even though these variables have different values on different intervals.

With this notation, the discrete control problem is the following:

$$
\begin{array}{ll}
\operatorname{minimize} & C\left(\mathbf{x}_{N}\right)  \tag{8}\\
\text { subject to } & \mathbf{x}_{k}^{\prime}=\sum_{i=1}^{s} b_{i} \mathbf{f}\left(\mathbf{y}_{i}, \mathbf{u}_{k i}\right), \quad \mathbf{x}_{0}=\mathbf{a}, \quad \mathbf{u}_{k i} \in U \\
& \mathbf{y}_{i}=\mathbf{x}_{k}+h \sum_{j=1}^{s} a_{i j} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right) \\
& 1 \leq i \leq s, \quad 0 \leq k \leq N-1
\end{array}
$$

For $\mathbf{x}_{k}$ near $\mathbf{x}^{*}\left(t_{k}\right)$ and $\mathbf{u}_{k j}, 1 \leq j \leq s$, near $\mathbf{u}^{*}\left(t_{k}\right)$, it follows from Smoothness and the implicit function theorem that when $h$ is small enough, the intermediate variables $\mathbf{y}_{i}$ in (7) are uniquely determined. More precisely, the following holds (for example, see [8, Thm. 303A] and [1, Thm. 13.7] or [29, Thm. 10.8]):

State Uniqueness Property. There exist positive constants $\gamma$ and $\beta \leq \rho$ such that whenever $h \leq \gamma$ and $\left(\mathbf{x}, \mathbf{u}_{j}\right) \in B_{\beta}\left(\mathbf{x}^{*}(t), \mathbf{u}^{*}(t)\right)$ for some $t \in[0,1]$, $j=1, \cdots, s$, the system of equations

$$
\begin{equation*}
\mathbf{y}_{i}=\mathbf{x}+h \sum_{j=1}^{s} a_{i j} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{j}\right), \quad 1 \leq i \leq s \tag{9}
\end{equation*}
$$

has a unique solution $\mathbf{y}_{i} \in B_{\rho}\left(\mathbf{x}^{*}(t), \mathbf{u}^{*}(t)\right), 1 \leq i \leq s$. If $\mathbf{y}(\mathbf{x}, \mathbf{u})$ denotes the solution of $(9)$ associated with given $(\mathbf{x}, \mathbf{u}) \in \mathbf{R}^{n} \times \mathbf{R}^{s m}$, then $\mathbf{y}(\mathbf{x}, \mathbf{u})$ is $\kappa$ times continuously differentiable in $\mathbf{x}$ and $\mathbf{u}$.

Let $\mathbf{f}^{h}: \mathbf{R}^{n} \times \mathbf{R}^{s m} \mapsto \mathbf{R}^{n}$ be defined by

$$
\mathbf{f}^{h}(\mathbf{x}, \mathbf{u})=\sum_{i=1}^{s} b_{i} \mathbf{f}\left(\mathbf{y}_{i}(\mathbf{x}, \mathbf{u}), \mathbf{u}_{i}\right)
$$

In other words,

$$
\mathbf{f}^{h}(\mathbf{x}, \mathbf{u})=\sum_{i=1}^{s} b_{i} \mathbf{f}\left(\mathbf{y}_{i}, \mathbf{u}_{i}\right)
$$

Table 1. Order of a Runge-Kutta discretization for optimal control

| Order | Conditions $\left(c_{i}=\sum_{j=1}^{s} a_{i j}, \quad d_{j}=\sum_{i=1}^{s} b_{i} a_{i j}\right)$ |
| ---: | :--- |
| 1 | $\sum b_{i}=1$ |
| 2 | $\sum d_{i}=\frac{1}{2}$ |
| 3 | $\sum c_{i} d_{i}=\frac{1}{6}, \quad \sum b_{i} c_{i}^{2}=\frac{1}{3}, \quad \sum d_{i}^{2} / b_{i}=\frac{1}{3}$ |
| 4 | $\sum b_{i} c_{i}^{3}=\frac{1}{4}, \quad \sum b_{i} c_{i} a_{i j} c_{j}=\frac{1}{8}, \sum d_{i} c_{i}^{2}=\frac{1}{12}, \quad \sum d_{i} a_{i j} c_{j}=\frac{1}{24}$, |
|  | $\sum c_{i} d_{i}^{2} / b_{i}=\frac{1}{12}, \quad \sum d_{i}^{3} / b_{i}^{2}=\frac{1}{4}, \quad \sum b_{i} c_{i} a_{i j} d_{j} / b_{j}=\frac{5}{24}, \quad \sum d_{i} a_{i j} d_{j} / b_{j}=\frac{1}{8}$ |

where $y$ is the solution of (9) given by the state uniqueness property and $\mathbf{u}=\left(\mathbf{u}_{1}, \mathbf{u}_{2}, \cdots, \mathbf{u}_{s}\right) \in \mathbf{R}^{s m}$. The corresponding discrete Hamiltonian $H^{h}: \mathbf{R}^{n} \times \mathbf{R}^{n} \times \mathbf{R}^{s m} \mapsto \mathbf{R}$ is defined by

$$
H^{h}(\mathbf{x}, \boldsymbol{\psi}, \mathbf{u})=\boldsymbol{\psi} \mathbf{f}^{h}(\mathbf{x}, \mathbf{u}) .
$$

We consider the following version of the first-order necessary optimality conditions associated with (8) (see [3]):

$$
\begin{align*}
& \mathbf{x}_{k}^{\prime}=\mathbf{f}^{h}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right), \quad \mathbf{x}_{0}=\mathbf{a},  \tag{10}\\
& \boldsymbol{\psi}_{k}^{\prime}=-\nabla_{x} H^{h}\left(\mathbf{x}_{k}, \boldsymbol{\psi}_{k+1}, \mathbf{u}_{k}\right), \quad \boldsymbol{\psi}_{N}=\nabla C\left(\mathbf{x}_{N}\right),  \tag{11}\\
& \mathbf{u}_{k i} \in U, \quad-\nabla_{u_{i}} H^{h}\left(\mathbf{x}_{k}, \boldsymbol{\psi}_{k+1}, \mathbf{u}_{k}\right) \in N_{U}\left(\mathbf{u}_{k i}\right), \quad 1 \leq i \leq s, \tag{12}
\end{align*}
$$

where $\boldsymbol{\psi}_{k} \in \mathbf{R}^{n}, 0 \leq k \leq N-1$. Here $\mathbf{u}_{k} \in \mathbf{R}^{m s}$ is the entire discrete control vector at time level $k$ :

$$
\mathbf{u}_{k}=\left(\mathbf{u}_{k 1}, \mathbf{u}_{k 2}, \cdots, \mathbf{u}_{k s}\right) \in \mathbf{R}^{m s}
$$

Throughout the paper, the index $k$ refers to the time level in the discrete problem, while $\mathbf{u}_{i}$ and $\mathbf{u}_{j} \in \mathbf{R}^{m}$ denote components of the vector $\mathbf{u} \in \mathbf{R}^{s m}$

Our estimate for the error in the discrete approximation to the control problem depends both on the smoothness of the solution to the continuous problem and on the order-of-accuracy of the Runge-Kutta scheme used for the discretization. In Table 1 we give the order conditions for Runge-Kutta discretizations of control problems. The conditions for any given order are those listed in Table 1 for that specific order along with those for all lower orders. We employ the following summation convention:
Summation Convention. If an index range does not appear on a summation sign, then the summation is over each index, taking values from 1 to s.
This deviates slightly from the usual Einstein summation notation in which only repeated indices are summed over.

Notice that the order conditions of Table 1 are not the usual order conditions [8, p. 170] associated with a Runge-Kutta discretization of a differential

Table 2. Order of a Runge-Kutta discretization for differential equations

| Order | Conditions $\left(c_{i}=\sum_{j=1}^{s} a_{i j}, \quad d_{j}=\sum_{i=1}^{s} b_{i} a_{i j}\right)$ |
| ---: | :--- |
| 1 | $\sum b_{i}=1$ |
| 2 | $\sum d_{i}=\frac{1}{2}$ |
| 3 | $\sum c_{i} d_{i}=\frac{1}{6}, \quad \sum b_{i} c_{i}^{2}=\frac{1}{3}$ |
| 4 | $\sum b_{i} c_{i}^{3}=\frac{1}{4}, \quad \sum b_{i} c_{i} a_{i j} c_{j}=\frac{1}{8}, \quad \sum d_{i} c_{i}^{2}=\frac{1}{12}, \quad \sum d_{i} a_{i j} c_{j}=\frac{1}{24}$ |

equation. For orders up to 4, these conditions appear in Table 2. Through order 2, the conditions in Tables 1 and 2 are identical. At order 3, one new condition emerges in the control context, and at order 4, four new conditions emerge.

Our main result is formulated in terms of the averaged modulus of smoothness of the optimal control. If $J$ is an interval and $\mathbf{v}: J \mapsto \mathbf{R}^{n}$, let $\omega(\mathbf{v}, J ; t, h)$ denote the the modulus of continuity:

$$
\begin{equation*}
\omega(\mathbf{v}, J ; t, h)=\sup \left\{\left|\mathbf{v}\left(s_{1}\right)-\mathbf{v}\left(s_{2}\right)\right|: s_{1}, s_{2} \in[t-h / 2, t+h / 2] \cap J\right\} . \tag{13}
\end{equation*}
$$

The averaged modulus of smoothness $\tau$ of $\mathbf{v}$ over $[0,1]$ is the integral of the modulus of continuity:

$$
\tau(\mathbf{v} ; h)=\int_{0}^{1} \omega(\mathbf{v},[0,1] ; t, h) d t
$$

It is shown in [48, Sect. 1.3] that $\lim _{h \rightarrow 0} \tau(\mathbf{v} ; h)=0$ if and only if $\mathbf{v}$ is Riemann integrable, and $\tau(\mathbf{v} ; h) \leq c h$ if $\mathbf{v}$ has bounded variation. Our main result is stated below in the context of unconstrained control problems, while the generalization to constrained problems is given in Sect. 7 .

Theorem 2.1. If Smoothness and Coercivity hold, $b_{i}>0$ for each $i$, the Runge-Kutta scheme is of order $\kappa$ for optimal control, and $U=\mathbf{R}^{m}$, then for all sufficiently small $h$, there exists a strict local minimizer $\left(\mathbf{x}^{h}, \mathbf{u}^{h}\right)$ of the discrete optimal control problem (8) and an associated adjoint variable $\psi^{h}$ satisfying (11) and (12) such that

$$
\begin{align*}
\max _{0 \leq k \leq N}\left|\mathbf{x}_{k}^{h}-\mathbf{x}^{*}\left(t_{k}\right)\right| & +\left|\boldsymbol{\psi}_{k}^{h}-\boldsymbol{\psi}^{*}\left(t_{k}\right)\right|+\left|\mathbf{u}\left(\mathbf{x}_{k}^{h}, \boldsymbol{\psi}_{k}^{h}\right)-\mathbf{u}^{*}\left(t_{k}\right)\right| \\
& \leq c h^{\kappa-1}\left(h+\tau\left(\frac{d^{\kappa-1}}{d t^{\kappa-1}} \mathbf{u}^{*} ; h\right)\right) \tag{14}
\end{align*}
$$

where $\mathbf{u}\left(\mathbf{x}_{k}^{h}, \psi_{k}^{h}\right)$ is a local minimizer of the Hamiltonian (5) corresponding to $\mathbf{x}=\mathbf{x}_{k}$ and $\boldsymbol{\psi}=\boldsymbol{\psi}_{k}$.

Remark 2.2. Note that the estimate for the error in the discrete control in (14) is expressed in terms of $\mathbf{u}\left(\mathbf{x}_{k}^{h}, \psi_{k}^{h}\right)$ not $\mathbf{u}_{k}^{h}$. For Runge-Kutta schemes of third or fourth order, the error in the discrete controls $\mathbf{u}_{k j}^{h}$ may be one or more orders larger than the error in the control approximation $\mathbf{u}\left(\mathbf{x}_{k}^{h}, \boldsymbol{\psi}_{k}^{h}\right)$ obtained by minimization of the Hamiltonian using the discrete state/costate pair. On the other hand, the control approximation obtained by minimization of the Hamiltonian has the same order of accuracy as that of the discrete state and costate.

## 3. The transformed adjoint system

We now rewrite the first-order conditions (10)-(12) in a way that is better suited for analysis and computation. Suppose that a multiplier $\boldsymbol{\lambda}_{i}$ is introduced for the $i$-th intermediate equation (7) in addition to the multiplier $\psi_{k+1}$ for the equation (6). Taking into account these additional multipliers, the first-order necessary conditions are the following:

$$
\begin{align*}
& \boldsymbol{\psi}_{k}-\boldsymbol{\psi}_{k+1}=\sum_{i=1}^{s} \boldsymbol{\lambda}_{i}, \quad \boldsymbol{\psi}_{N}=\nabla C\left(\mathbf{x}_{N}\right)  \tag{15}\\
& h\left(b_{j} \boldsymbol{\psi}_{k+1}+\sum_{i=1}^{s} a_{i j} \boldsymbol{\lambda}_{i}\right) \nabla_{x} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right)=\boldsymbol{\lambda}_{j}  \tag{16}\\
& \mathbf{u}_{k j} \in U, \quad-\left(b_{j} \boldsymbol{\psi}_{k+1}+\sum_{i=1}^{s} a_{i j} \boldsymbol{\lambda}_{i}\right) \nabla_{u} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right) \in N_{U}\left(\mathbf{u}_{k j}\right)
\end{align*}
$$

$1 \leq j \leq s$ and $0 \leq k \leq N-1$. Here and elsewhere the dual multipliers are treated as row vectors.

In the case that $b_{j}>0$ for each $j$, we now reformulate the first-order conditions in terms of the variables $\chi_{j}$ defined by

$$
\begin{equation*}
\boldsymbol{\chi}_{j}=\boldsymbol{\psi}_{k+1}+\sum_{i=1}^{s} \frac{a_{i j}}{b_{j}} \boldsymbol{\lambda}_{i}, \quad 1 \leq j \leq s \tag{18}
\end{equation*}
$$

With this definition, (16) reduces to

$$
\begin{equation*}
h b_{j} \boldsymbol{\chi}_{j} \nabla_{x} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right)=\boldsymbol{\lambda}_{j} \tag{19}
\end{equation*}
$$

Multiplying (19) by $a_{j i} / b_{i}$, summing over $j$, and substituting from (18), we have

$$
\begin{equation*}
h \sum_{j=1}^{s} \frac{b_{j} a_{j i}}{b_{i}} \boldsymbol{\chi}_{j} \nabla_{x} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right)=\sum_{j=1}^{s} \frac{a_{j i}}{b_{i}} \boldsymbol{\lambda}_{j}=\boldsymbol{\chi}_{i}-\boldsymbol{\psi}_{k+1} \tag{20}
\end{equation*}
$$

Summing (19) over $j$ and utilizing (15) gives

$$
\begin{equation*}
h \sum_{j=1}^{s} b_{j} \boldsymbol{\chi}_{j} \nabla_{x} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right)=\sum_{j=1}^{s} \boldsymbol{\lambda}_{j}=\boldsymbol{\psi}_{k}-\boldsymbol{\psi}_{k+1} . \tag{21}
\end{equation*}
$$

Finally, substituting (18) in (17) yields

$$
\begin{equation*}
\mathbf{u}_{k j} \in U, \quad-b_{j} \boldsymbol{\chi}_{j} \nabla_{u} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right) \in N_{U}\left(\mathbf{u}_{k j}\right), \quad 1 \leq j \leq s . \tag{22}
\end{equation*}
$$

Since $N_{U}$ is a cone, the positive factor $b_{j}$ in (22) can be removed and equations (20)-(22) yield the transformed first-order system:

$$
\begin{align*}
& \boldsymbol{\psi}_{k}=\boldsymbol{\psi}_{k+1}+h \sum_{i=1}^{s} b_{i} \boldsymbol{\chi}_{i} \nabla_{x} \mathbf{f}\left(\mathbf{y}_{i}, \mathbf{u}_{k i}\right), \quad \boldsymbol{\psi}_{N}=\nabla C\left(\mathbf{x}_{N}\right), \\
& \boldsymbol{\chi}_{i}=\boldsymbol{\psi}_{k+1}+h \sum_{j=1}^{s} \frac{b_{j} a_{j i}}{b_{i}} \boldsymbol{\chi}_{j} \nabla_{x} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right),  \tag{24}\\
& \mathbf{u}_{k i} \in U, \quad-\boldsymbol{\chi}_{i} \nabla_{u} \mathbf{f}\left(\mathbf{y}_{i}, \mathbf{u}_{k i}\right) \in N_{U}\left(\mathbf{u}_{k i}\right), \tag{25}
\end{align*}
$$

$1 \leq i \leq s$ and $0 \leq k \leq N-1$.
Observe that conditions (23) and (24) are in essence a Runge-Kutta scheme applied to the continuous adjoint equation (4). Although the adjoint Runge Kutta scheme is generally not the same as the scheme (6) and (7) for the state equation, it is observed in [31] that some common Runge-Kutta schemes are symmetric in the sense that the state and adjoint schemes are the same.

Proposition 3.1. If $b_{j}>0$ for each $j$, then the first-order system (15)-(17) and the transformed first-order system (23)-(25) are equivalent. That is, if $\boldsymbol{\lambda}_{1}, \cdots, \boldsymbol{\lambda}_{s}$ satisfy (15)-(17), then (23)-(25) hold for $\boldsymbol{\chi}_{j}$ defined in (18). Conversely, if $\chi_{1}, \cdots, \chi_{s}$ satisfy (23)-(25), then (15)-(17) hold for $\boldsymbol{\lambda}_{j}$ defined in (19).
Proof. We already derived the transformed first-order conditions starting from the original first-order conditions. Now suppose that $\chi_{1}, \cdots, \chi_{s}$ satisfy the transformed conditions (23)-(25). Summing over $j$ in (19), and utilizing (23) yields (15). To verify (16) and (17), we substitute for $\boldsymbol{\lambda}_{i}$ using (19) to obtain

$$
\begin{align*}
b_{j} \boldsymbol{\psi}_{k+1}+\sum_{i=1}^{s} a_{i j} \boldsymbol{\lambda}_{i} & =b_{j} \boldsymbol{\psi}_{k+1}+h \sum_{i=1}^{s} b_{i} a_{i j} \boldsymbol{\chi}_{i} \nabla_{x} \mathbf{f}\left(\mathbf{y}_{i}, \mathbf{u}_{k i}\right) \\
& =b_{j} \boldsymbol{\psi}_{k+1}+h b_{j} \sum_{i=1}^{s} \frac{a_{i j} b_{i}}{b_{j}} \boldsymbol{\chi}_{i} \nabla_{x} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right) \\
& =b_{j} \boldsymbol{\chi}_{j} \tag{26}
\end{align*}
$$

where the last line comes from (24). Multiplying (26) on the right by $\nabla_{x} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right)$ and substituting from (19) gives (16). Multiplying (26) on the right by $\nabla_{u} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right)$ and utilizing (25) yields (17).
Remark 3.2. Let $\mathbf{u} \in \mathbf{R}^{s m N}$ denote the vector of intermediate control values for the entire interval $[0,1]$, and let $C(\mathbf{u})$ denote the value $C\left(\mathbf{x}_{N}\right)$ for the discrete cost function associated with these controls. The transformed firstorder system (23)-(25) provides a convenient way to compute the gradient of the discrete cost function (8). In particular, as seen in [37],

$$
\begin{equation*}
\nabla_{u_{k j}} C(\mathbf{u})=h b_{j} \boldsymbol{\chi}_{j} \nabla_{u} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right) \tag{27}
\end{equation*}
$$

where the intermediate values for the discrete state and costate variables are gotten by first solving the discrete state equations (6) and (7), for $k=0,1$, $\cdots, N-1$, using the given values for the controls, and then using these computed values for both the state and intermediate variables in (23) and (24) when computing the values of the discrete costate for $k=N-1, N-2$, $\cdots, 0$. Thus the discrete state equation is solved by marching forward from $k=0$ while the discrete costate equation is solved by marching backward from $k=N-1$.

We now observe that the multiplier $\psi_{k}$ gotten by solving (24) for $\chi$ and substituting into (23) is identical to the multiplier gotten from (11). Moreover, the condition (25) involving $\chi_{j}$ satisfying (24) is equivalent to the condition (12).
Proposition 3.3. Suppose that

$$
\left(\mathbf{x}_{k}, \mathbf{u}_{k j}\right) \in B_{\beta}\left(\mathbf{x}^{*}\left(t_{k}\right), \mathbf{u}^{*}\left(t_{k}\right)\right), \quad 1 \leq j \leq s
$$

and for $\mathbf{y}=\mathbf{y}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)$, let $\mathbf{M}$ be the $s \times s$ block matrix whose $(i, j)$ block is the $n \times n$ matrix $a_{i j} \nabla_{x} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right)$. If $h$ is small enough that $\mathbf{I}-h \mathbf{M}$ is invertible, then there exists a solution $\chi_{1}, \cdots, \chi_{s}$ to (24), and we have

$$
\begin{equation*}
\nabla_{x} H^{h}\left(\mathbf{x}_{k}, \boldsymbol{\psi}_{k+1}, \mathbf{u}_{k}\right)=\sum_{i=1}^{s} b_{i} \chi_{i} \nabla_{x} \mathbf{f}\left(\mathbf{y}_{i}, \mathbf{u}_{k i}\right)=\sum_{i=1}^{s} b_{i} \nabla_{x} H\left(\mathbf{y}_{i}, \chi_{i}, \mathbf{u}_{k i}\right) \tag{28}
\end{equation*}
$$

and

$$
\begin{align*}
\nabla_{u_{j}} H^{h}\left(\mathbf{x}_{k}, \boldsymbol{\psi}_{k+1}, \mathbf{u}_{k}\right) & =b_{j} \boldsymbol{\chi}_{j} \nabla_{u} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right) \\
& =b_{j} \nabla_{u} H\left(\mathbf{y}_{j}, \boldsymbol{\chi}_{j}, \mathbf{u}_{k j}\right) \tag{29}
\end{align*}
$$

Proof. Our approach is to obtain identities in the vector $\boldsymbol{\lambda}$ which are then converted to identities in $\chi$. Equation (16) has the form

$$
\boldsymbol{\lambda} \mathbf{M}=h \boldsymbol{\psi}_{k+1} \mathbf{C}
$$

where $\mathbf{C}$ is the $1 \times s$ block matrix whose $j$-th element is $b_{j} \nabla_{x} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right)$. Using the implicit function theorem and differentiating the solution $\mathbf{y}$ of (9) with respect to $\mathbf{x}$ and evaluating at $\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)$, we obtain a relation of the form

$$
\begin{equation*}
\mathbf{M} \nabla_{x} \mathbf{y}=\mathbf{D} \quad \text { or } \quad \nabla_{x} \mathbf{y}=\mathbf{M}^{-1} \mathbf{D} \tag{30}
\end{equation*}
$$

where $\mathbf{D}$ is the $s \times 1$ block matrix with each element an $n \times n$ identity matrix I. Utilizing (11) and (30), we have

$$
\begin{align*}
\nabla_{x} H^{h}\left(\mathbf{x}_{k}, \boldsymbol{\psi}_{k+1}, \mathbf{u}_{k}\right) & =\boldsymbol{\psi}_{k+1} \sum_{i=1}^{s} b_{i} \nabla_{x} \mathbf{f}\left(\mathbf{y}_{i}, \mathbf{u}_{k i}\right) \nabla_{x} \mathbf{y}_{i} \\
& =\boldsymbol{\psi}_{k+1} \mathbf{C} \nabla_{x} \mathbf{y}=\boldsymbol{\psi}_{k+1} \mathbf{C M}^{-1} \mathbf{D} \\
& =\frac{1}{h} \boldsymbol{\lambda} \mathbf{D}=\frac{1}{h} \sum \boldsymbol{\lambda}_{i} \tag{31}
\end{align*}
$$

Since (16) has a (unique) solution, it follows from Proposition 3.1 that (24) has a solution, and if $\chi$ is a solution, then the unique solution to (16) is given by $\boldsymbol{\lambda}_{j}=h b_{j} \boldsymbol{\chi}_{j} \nabla_{x} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right)$. With this substitution in (31), we obtain (28).

Now consider the second relation (29). Differentiating (9) with respect to $\mathbf{u}_{j}$ and evaluating at $\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right)$, we obtain the relation $\mathbf{M} \nabla_{u_{j}} \mathbf{y}=h \mathbf{D}_{j} \nabla_{u} \mathbf{f}$ $\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right)$ where $\mathbf{D}_{j}$ is the $s \times 1$ block matrix whose $i$-th element is $a_{i j} \mathbf{I}$. In terms of the matrix $\mathbf{C}$ introduced above, we have

$$
\begin{aligned}
\nabla_{u_{j}} H^{h}\left(\mathbf{x}_{k}, \boldsymbol{\psi}_{k+1}, \mathbf{u}_{k}\right)= & \boldsymbol{\psi}_{k+1}\left(b_{j} \nabla_{u} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right)\right. \\
& \left.+\sum_{i=1}^{s} b_{i} \nabla_{x} \mathbf{f}\left(\mathbf{y}_{i}, \mathbf{u}_{k i}\right) \nabla_{u_{j}} \mathbf{y}_{i}\right) \\
= & \boldsymbol{\psi}_{k+1}\left(b_{j} \nabla_{u} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right)+\mathbf{C} \nabla_{u_{j}} \mathbf{y}\right) \\
= & \boldsymbol{\psi}_{k+1}\left(b_{j} \mathbf{I}+h \mathbf{C M} \mathbf{M}^{-1} \mathbf{D}_{j}\right) \nabla_{u} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right) \\
= & \left(b_{j} \boldsymbol{\psi}_{k+1}+\lambda \mathbf{D}_{j}\right) \nabla_{u} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right) \\
= & \left(b_{j} \boldsymbol{\psi}_{k+1}+\sum_{i=1}^{s} a_{i j} \boldsymbol{\lambda}_{i}\right) \nabla_{u} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right) \\
= & b_{j} \boldsymbol{\chi}_{j} \nabla_{u} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right)
\end{aligned}
$$

This completes the proof.
Since the boundary conditions for $\psi_{N}$ are the same in both (11) and (15), it follows from (28) that when $h$ is sufficiently small and $\left(\mathbf{x}_{k}, \mathbf{u}_{k j}\right) \in$ $B_{\beta}\left(\mathbf{x}^{*}\left(t_{k}\right), \mathbf{u}^{*}\left(t_{k}\right)\right)$ for each $j$ and $k$, then the $\boldsymbol{\psi}_{k}$ given by (11) and by
(23)-(24) are the same. Moreover, the control gradient satisfies (12) if and only if the following relation holds in the transformed variables:

$$
\mathbf{u}_{k i} \in U, \quad-\nabla_{u} H\left(\mathbf{y}_{i}, \boldsymbol{\chi}_{i}, \mathbf{u}_{k i}\right) \in N_{U}\left(\mathbf{u}_{k i}\right), \quad 1 \leq i \leq s
$$

The transformed discrete costate equations (23)-(24) march backwards in time while the discrete state equations (6)-(7) march forwards in time. To facilitate the error analysis, we now reverse the order of time in the costate equation. That is, we solve for $\psi_{k+1}$ in (23) and substitute in (24) to obtain the following forward marching scheme:

$$
\begin{align*}
\boldsymbol{\psi}_{k+1} & =\boldsymbol{\psi}_{k}-h \sum_{i=1}^{s} b_{i} \boldsymbol{\chi}_{i} \nabla_{x} \mathbf{f}\left(\mathbf{y}_{i}, \mathbf{u}_{k i}\right),  \tag{32}\\
\boldsymbol{\chi}_{i} & =\boldsymbol{\psi}_{k}-h \sum_{j=1}^{s} \bar{a}_{i j} \boldsymbol{\chi}_{j} \nabla_{x} \mathbf{f}\left(\mathbf{y}_{j}, \mathbf{u}_{k j}\right), \quad \bar{a}_{i j}=\frac{b_{i} b_{j}-b_{j} a_{j i}}{b_{i}}
\end{align*}
$$

We will now remove the control from the state equation and the transformed adjoint equation by use of the minimum principle. As noted in [27] or [23, Lem. 2], Coercivity implies that

$$
\begin{equation*}
\mathbf{v}^{\top} R(t) \mathbf{v} \geq \alpha|\mathbf{v}|^{2} \quad \text { for all } \mathbf{v} \in U-U \quad \text { and } \quad t \in[0,1] \tag{34}
\end{equation*}
$$

It follows by Smoothness and [33, Thm. 4.1] that the Hamiltonian has a locally unique minimizer in the control and the following property holds:

Control Uniqueness Property. There exist positive constants $\beta$ and $\sigma$, both smaller than $\rho$, such that whenever $(\mathbf{x}, \boldsymbol{\psi}) \in B_{\beta}\left(\mathbf{x}^{*}(t), \psi^{*}(t)\right)$ for some $t \in[0,1]$, the problem

$$
\begin{equation*}
\min _{\mathbf{u} \in B_{\sigma}\left(\mathbf{u}^{*}(t)\right)} H(\mathbf{x}, \boldsymbol{\psi}, \mathbf{u}) \tag{35}
\end{equation*}
$$

has a unique solution denoted $\mathbf{u}(\mathbf{x}, \boldsymbol{\psi})$ depending Lipschitz continuously on $\mathbf{x}$ and $\boldsymbol{\psi}$. Moreover, if $U=\mathbf{R}^{m}$, then (by the implicit function theorem) $\mathbf{u}(\mathbf{x}, \boldsymbol{\psi})$ is $\kappa-1$ times Lipschitz continuously differentiable in $\mathbf{x}$ and $\boldsymbol{\psi}$.
By the control uniqueness property, if $(\mathbf{x}, \boldsymbol{\psi})$ is sufficiently close to $\left(\mathrm{x}^{*}\left(t_{k}\right)\right.$, $\boldsymbol{\psi}^{*}\left(t_{k}\right)$ ), there exists a locally unique minimizer $\mathbf{u}=\mathbf{u}(\mathbf{x}, \boldsymbol{\psi})$ of the Hamiltonian in (35). Focusing on the situation where the control is uniquely determined by $(\mathbf{x}, \boldsymbol{\psi})$ through minimization of the Hamiltonian, let $\phi$ denote the function defined by

$$
\boldsymbol{\phi}(\mathbf{x}, \boldsymbol{\psi})=-\left.\nabla_{x} H(\mathbf{x}, \mathbf{u}, \boldsymbol{\psi})\right|_{\mathbf{u}=\mathbf{u}(\mathbf{x}, \boldsymbol{\psi})}
$$

And with some abuse of notation, let $\mathbf{f}(\mathbf{x}, \boldsymbol{\psi})$ denote the function $\mathbf{f}(\mathbf{x}$, $\mathbf{u}(\mathbf{x}, \psi))$. In the case where the control has the special form $\mathbf{u}_{k j}=\mathbf{u}\left(\mathbf{y}_{j}\right.$,
$\chi_{j}$ ), the Runge-Kutta discretization (6)-(7), coupled with the transformed, time reversed costate equations (32)-(33), can be expressed:

$$
\begin{align*}
& \mathbf{x}_{k+1}=\mathbf{x}_{k}+h \sum_{i=1}^{s} b_{i} \mathbf{f}\left(\mathbf{y}_{i}, \boldsymbol{\chi}_{i}\right), \quad \mathbf{x}_{0}=\mathbf{a},  \tag{36}\\
& \boldsymbol{\psi}_{k+1}=\boldsymbol{\psi}_{k}+h \sum_{i=1}^{s} b_{i} \boldsymbol{\phi}\left(\mathbf{y}_{i}, \boldsymbol{\chi}_{i}\right), \quad \boldsymbol{\psi}_{N}=\nabla C\left(\mathbf{x}_{N}\right),  \tag{37}\\
& \mathbf{y}_{i}=\mathbf{x}_{k}+h \sum_{j=1}^{s} a_{i j} \mathbf{f}\left(\mathbf{y}_{j}, \boldsymbol{\chi}_{j}\right),  \tag{38}\\
& \boldsymbol{\chi}_{i}=\boldsymbol{\psi}_{k}+h \sum_{j=1}^{s} \bar{a}_{i j} \boldsymbol{\phi}\left(\mathbf{y}_{j}, \boldsymbol{\chi}_{j}\right), \tag{39}
\end{align*}
$$

where $\bar{a}_{i j}$ is defined in (33).
Since $\mathbf{u}(\mathbf{x}, \boldsymbol{\psi})$ depends Lipschitz continuously on $\mathbf{x}$ near $\mathbf{x}^{*}(t)$ and $\boldsymbol{\psi}$ near $\boldsymbol{\psi}^{*}(t)$, for any $t \in[0,1]$, we have the following uniqueness property, analogous to the state uniqueness property:

Costate Uniqueness Property. There exist positive constants $\gamma$ and $\beta \leq \rho$ such that whenever $h \leq \gamma$ and $(\mathbf{x}, \boldsymbol{\psi}) \in B_{\beta}\left(\mathbf{x}^{*}(t), \boldsymbol{\psi}^{*}(t)\right)$ for some $t \in$ $[0,1]$, the system of equations

$$
\begin{align*}
& \mathbf{y}_{i}=\mathbf{x}+h \sum_{j=1}^{s} a_{i j} \mathbf{f}\left(\mathbf{y}_{j}, \boldsymbol{\chi}_{j}\right),  \tag{40}\\
& \boldsymbol{\chi}_{i}=\boldsymbol{\psi}+h \sum_{j=1}^{s} \bar{a}_{i j} \boldsymbol{\phi}\left(\mathbf{y}_{j}, \boldsymbol{\chi}_{j}\right), \tag{41}
\end{align*}
$$

has a unique solution $\left(\mathbf{y}_{i}, \boldsymbol{\chi}_{i}\right) \in B_{\rho}\left(\mathrm{x}^{*}(t), \boldsymbol{\psi}^{*}(t)\right), 1 \leq i \leq s$. The functions $\mathbf{f}$ and $\phi$ are Lipschitz continuous in $B_{\beta}\left(\mathbf{x}^{*}(t), \boldsymbol{\psi}^{*}(t)\right)$ for each $t \in[0,1]$. Moreover, if $U=\mathbf{R}^{m}$, then $\mathbf{f}$ and $\phi$ are $\kappa-1$ times Lipschitz continuously differentiable in $B_{\beta}\left(\mathbf{x}^{*}(t), \boldsymbol{\psi}^{*}(t)\right)$.

The scheme (36)-(39) can be viewed as a discretization of the following two-point boundary-value problem:

$$
\begin{align*}
\mathbf{x}^{\prime}(t) & =\mathbf{f}(\mathbf{x}(t), \boldsymbol{\psi}(t)), & & \mathbf{x}(0)=\mathbf{a}  \tag{42}\\
\boldsymbol{\psi}^{\prime}(t) & =\phi(\mathbf{x}(t), \boldsymbol{\psi}(t)), & & \boldsymbol{\psi}(1)=\nabla C(\mathbf{x}(1)) .
\end{align*}
$$

This two-point boundary-value problem is gotten by substituting in (2)-(4) the control obtained by solving (4) for $\mathbf{u}(t)$ in terms of $(\mathbf{x}(t), \boldsymbol{\psi}(t))$.

## 4. Order of approximation

Butcher [8] has devised an elegant theory for determining the order of accuracy of a Runge-Kutta integration scheme for a differential equation. If the continuous solution to the differential equation is substituted into the discrete equations, the residual is $O\left(h^{k}\right)$ where $k$ can be determined by checking the order conditions in Table 2. The theory developed by Butcher does not apply to the discretization (36)-(39) since the coefficient $\bar{a}_{i j}$ for the costate equation, given in (33), may not match the coefficient $a_{i j}$ of the state equation. In this section, we carry out an order analysis analogous to that of Butcher, but in the context of the special discretization (36)-(39) connected with optimal control. Conceptually, our approach applies to schemes of any order, however, the particular results that we present are for schemes of order less than 5.

Let $\mathbf{z}$ and $\mathbf{g}$ denote the following pairs:

$$
\mathbf{z}=\binom{\mathbf{x}}{\psi}, \quad \mathbf{g}=\binom{\mathbf{f}}{\phi}
$$

With this notation, the differential equation (42)-(43) has the form $\mathbf{z}^{\prime}=$ $\mathbf{g}(\mathbf{z})$. There are two facets to Butcher's analysis. First, there is a tree-based formulation for the Taylor expansion of $\mathbf{z}$. Restricting the expansion to terms up to fourth order, [8, Thm. 302D] yields:

$$
\begin{align*}
& \mathbf{z}\left(t_{k+1}\right)=\mathbf{z}\left(t_{k}\right)+\mathbf{g} h+\frac{1}{2} \mathbf{g}^{\prime} \mathbf{g} h^{2}+\frac{1}{6}\left(\mathbf{g}^{\prime \prime} \mathbf{g}^{2}+\mathbf{g}^{\prime} \mathbf{g}^{\prime} \mathbf{g}\right) h^{3} \\
& +\left.\frac{1}{24}\left(\mathbf{g}^{\prime \prime \prime} \mathbf{g}^{3}+3 \mathbf{g}^{\prime \prime} \mathbf{g} \mathbf{g}^{\prime} \mathbf{g}+\mathbf{g}^{\prime} \mathbf{g}^{\prime \prime} \mathbf{g}^{2}+\left(\mathbf{g}^{\prime}\right)^{3} \mathbf{g}\right) h^{4}\right|_{\mathbf{z}\left(t_{k}\right)}+O\left(h^{5}\right) \tag{44}
\end{align*}
$$

In this expansion, $\mathbf{g}$ and its derivatives are all evaluated at $\mathbf{z}\left(t_{k}\right)$, and the various derivatives should be viewed in an operator context. That is, the first derivative $\mathbf{g}^{\prime}$ of $\mathbf{g}$ operates on a vector to give a vector. Of course, the first derivative of a vector-valued function corresponds to the Jacobian matrix and the operation $\mathbf{g}^{\prime} \mathbf{g}$ corresponds to multiplying the Jacobian matrix by the vector $\mathbf{g}$. The second derivative $\mathbf{g}^{\prime \prime}$ operates on a pair of vector to yield a vector; hence, the 4-th order term $\mathbf{g}^{\prime} \mathbf{g}^{\prime \prime} \mathbf{g}^{2}$ means that the second derivative operates on the pair of vectors $(\mathbf{g}, \mathbf{g})$ to give a vector which is acted on by $\mathrm{g}^{\prime}$.

The expansion (44) is the standard Taylor expansion for $\mathbf{z}(t)$ around $t=t_{k}$ :

$$
\begin{align*}
& \mathbf{z}\left(t_{k+1}\right)=\mathbf{z}\left(t_{k}\right)+\mathbf{z}^{\prime}\left(t_{k}\right) h+\frac{1}{2} \mathbf{z}^{\prime \prime}\left(t_{k}\right) h^{2} \\
& \quad+\cdots+\frac{1}{j!} \mathbf{z}^{(j)}\left(t_{k}\right) h^{j}+\frac{1}{j!} \int_{t_{k}}^{t_{k+1}}\left(t-t_{k}\right)^{j} \mathbf{z}^{(j+1)}(t) d t \tag{45}
\end{align*}
$$

In (44) the various derivatives of $\mathbf{z}$ are replaced by their equivalent representation in terms of $\mathbf{g}$ and its derivatives. In Theorem 302D, Butcher uses the integral form for the remainder term shown above. However, in optimal control, where the solutions may have limited smoothness, it is better to modify the expansion in the following way:

$$
\begin{gather*}
\mathbf{z}\left(t_{k+1}\right)=\mathbf{z}\left(t_{k}\right)+\mathbf{z}^{\prime}\left(t_{k}\right) h+\frac{1}{2} \mathbf{z}^{\prime \prime}\left(t_{k}\right) h^{2} \\
+\cdots+\frac{1}{j!} \mathbf{z}^{(j)}\left(t_{k}\right) h^{j}+\frac{1}{(j-1)!} \int_{t_{k}}^{t_{k+1}} \\
\quad \times\left(t-t_{k}\right)^{j-1}\left(\mathbf{z}^{(j)}(t)-\mathbf{z}^{(j)}\left(t_{k}\right)\right) d t \tag{46}
\end{gather*}
$$

This form is gotten by stopping one term earlier in the Taylor series, and then adding and subtracting the $\mathbf{z}^{(j)}\left(t_{k}\right)$ term under the integral sign. The polynomials in $h$ appearing in (45) and (46) are identical, the expansions only differ in the form of the remainder term. The remainder term in (46) involves one less derivative of $\mathbf{z}$ than that in (45).

The second facet of Butcher's analysis is an analogous expansion for the next Runge-Kutta iterate $\mathbf{z}_{k+1}$ in terms of the current iterate $\mathbf{z}_{k}$. For given values of $\mathbf{x}_{k}$ and $\boldsymbol{\psi}_{k}$, the solution $\mathbf{y}_{i}$ and $\boldsymbol{\chi}_{i}$ to (38) and (39) are functions of $h$ that we denote $\mathbf{y}_{i}(h)$ and $\boldsymbol{\chi}_{i}(h)$. Let $\mathbf{x}_{k+1}(h)$ and $\boldsymbol{\psi}_{k+1}(h)$ denote the values $\mathbf{x}_{k+1}$ and $\boldsymbol{\psi}_{k+1}$ obtained by substituting $\mathbf{y}_{i}=\mathbf{y}_{i}(h)$ and $\chi_{i}=\chi_{i}(h)$ in (36) and (37), and let $\boldsymbol{\zeta}(h)$ be the vector of length $2 n(s+1)$ given by

$$
\boldsymbol{\zeta}_{i}(h)=\binom{\mathbf{y}_{i}(h)}{\boldsymbol{\chi}_{i}(h)}, \quad 1 \leq i \leq s, \quad \boldsymbol{\zeta}_{s+1}(h)=\binom{\mathbf{x}_{k+1}(h)}{\boldsymbol{\psi}_{k+1}(h)}
$$

With this notation, the system (36)-(39) can be expressed

$$
\boldsymbol{\zeta}(h)=\boldsymbol{\zeta}(0)+h \mathbf{G}(\boldsymbol{\zeta}(h)),
$$

where

$$
\mathbf{G}_{i}(\boldsymbol{\zeta})=\binom{\sum_{j=1}^{s} a_{i j} \mathbf{f}\left(\boldsymbol{\zeta}_{j}\right)}{\sum_{j=1}^{s} \bar{a}_{i j} \boldsymbol{\phi}\left(\boldsymbol{\zeta}_{j}\right)}, \quad 1 \leq i \leq s+1
$$

with the convention that

$$
\begin{equation*}
a_{s+1, j}=\bar{a}_{s+1, j}=b_{j}, \quad 1 \leq j \leq s \tag{47}
\end{equation*}
$$

Expanding $\boldsymbol{\zeta}(h)$ in a Taylor series around $h=0$, Butcher's result [8, Thm 303C] yields

$$
\begin{gathered}
\boldsymbol{\zeta}(h)=\boldsymbol{\zeta}(0)+\mathbf{G} h+\frac{1}{2}\left(2 \mathbf{G}^{\prime} \mathbf{G}\right) h^{2} \\
\frac{1}{6}\left(3 \mathbf{G}^{\prime \prime} \mathbf{G}^{2}+6 \mathbf{G}^{\prime} \mathbf{G}^{\prime} \mathbf{G}\right) h^{3}
\end{gathered}
$$

$$
\begin{align*}
& +\frac{1}{24}\left(4 \mathbf{G}^{\prime \prime \prime} \mathbf{G}^{3}+24 \mathbf{G}^{\prime \prime} \mathbf{G} \mathbf{G}^{\prime} \mathbf{G}+12 \mathbf{G}^{\prime} \mathbf{G}^{\prime \prime} \mathbf{G}^{2}\right. \\
& \left.+24\left(\mathbf{G}^{\prime}\right)^{3} \mathbf{G}\right)\left.h^{4}\right|_{\boldsymbol{\zeta}(0)}+O\left(h^{5}\right) \tag{48}
\end{align*}
$$

Here $\mathbf{G}$ and its derivatives are all evaluated at $\boldsymbol{\zeta}(0)$ where

$$
\boldsymbol{\zeta}_{i}(0)=\mathbf{z}_{k}=\binom{\mathbf{x}_{k}}{\boldsymbol{\psi}_{k}}, \quad 1 \leq i \leq s+1
$$

The error that results from stopping the Taylor expansion (48) at any term is again given by an integral as in either (45) or (46), but with $\mathbf{z}$ replaced by $\zeta$ and with the integration performed over $h$ instead of $t$. (Note that in [8], Butcher utilizes a different representation for the error in the Taylor series for $\zeta$, while here we utilize the integral representation appearing in (46)).

We say that the Runge-Kutta scheme (36)-(39) for the system (42)-(43) is of order $\nu$ if the expansion (44) and the $(s+1)$-st component $\boldsymbol{\zeta}_{s+1}(h)$ in the expansion (48) agree through terms of order $h^{\nu}$ when $\mathbf{f}$ and $\phi$ have the necessary derivatives and $\mathbf{z}_{k}=\mathbf{z}\left(t_{k}\right)$.
Theorem 4.1. For $\nu=1,2$, 3, or 4, the Runge-Kutta scheme (36)-(39) is of order $\nu$ if the conditions of Table 1 are satisfied.
Proof. Throughout the proof, no arguments are given for functions, which are all evaluated at $\mathbf{z}_{k}$. Also, we define

$$
\bar{c}_{i}=\sum_{j=1}^{s} \bar{a}_{i j}, \quad 1 \leq i \leq s+1
$$

Due to the convention (47), $c_{s+1}=\bar{c}_{s+1}=\sum b_{i}$. Since $\mathbf{G}_{s+1}=\sum b_{i} \mathbf{g}$, we see immediately that if the order 1 condition of Table 1 holds, then the expansion (44) matches the corresponding term in (48) to first order.

By the definition of $\mathbf{c}$ in Table 1, we have

$$
\begin{align*}
\mathbf{G}_{i} & =\binom{c_{i} \mathbf{f}}{\bar{c}_{i} \phi} c_{i} \mathbf{f}_{0}+\bar{c}_{i} \phi_{0}, \quad \text { where } \quad \mathbf{f}_{0}=\binom{\mathbf{f}}{\mathbf{0}}, \\
\boldsymbol{\phi}_{0} & =\binom{\mathbf{0}}{\boldsymbol{\phi}} . \tag{49}
\end{align*}
$$

The derivative of $\mathbf{G}$ can be viewed as a block matrix with the following elements:

$$
\left(\mathbf{G}_{i}^{\prime}\right)_{j}=a_{i j} \mathbf{f}_{0}^{\prime}+\bar{a}_{i j} \boldsymbol{\phi}_{0}^{\prime}, \quad\left(\mathbf{G}_{s+1}^{\prime}\right)_{j}=b_{j} \mathbf{g}^{\prime}
$$

Hence, we have

$$
\begin{align*}
\mathbf{G}_{s+1}^{\prime} \mathbf{G} & =\sum_{i=1}^{s}\left(\mathbf{G}_{s+1}^{\prime}\right)_{i} \mathbf{G}_{i} \\
& =\sum b_{i} \mathbf{g}^{\prime}\left(c_{i} \mathbf{f}_{0}+\bar{c}_{i} \boldsymbol{\phi}_{0}\right) \tag{50}
\end{align*}
$$

On the other hand, the corresponding term in the expansion (45) is

$$
\frac{1}{2} \mathbf{g}^{\prime} \mathbf{g}=\frac{1}{2} \mathbf{g}^{\prime}\left(\mathbf{f}_{0}+\phi_{0}\right)
$$

This term is identical to (50) if

$$
\begin{equation*}
\sum b_{i} c_{i}=\frac{1}{2}=\sum b_{i} \bar{c}_{i} \tag{51}
\end{equation*}
$$

The first equality is already contained in Table 1 . For the second equality, we use the definition of $\bar{a}_{i j}$ to obtain the identity

$$
\begin{equation*}
\bar{c}_{i}=\sum_{j=1}^{s} \frac{b_{i} b_{j}-b_{j} a_{j i}}{b_{i}}=1-\sum_{j=1}^{s} \frac{b_{j} a_{j i}}{b_{i}}=1-d_{i} / b_{i} . \tag{52}
\end{equation*}
$$

Hence, by the conditions in Table 1 for orders 1 and 2, we have

$$
\sum b_{i} \bar{c}_{i}=\sum b_{i}-d_{i}=\frac{1}{2}
$$

which establishes the second equality in (51). Consequently, the secondorder conditions of Table 1 imply that the Runge-Kutta scheme is secondorder accurate for optimal control.

Now consider the third-order conditions. Due to the structure of $\mathbf{G}_{i}$, any mixed derivative vanishes:

$$
\frac{\partial \mathbf{G}_{i}}{\partial \zeta_{j} \partial \zeta_{k}}=0 \quad \text { for all } j \neq k
$$

As a result, the derivatives have a very special structure. In particular, for the second derivative, we have

$$
\mathbf{G}_{i}^{\prime \prime}(\mathbf{v}, \mathbf{w})=\sum_{j=1}^{s} a_{i j} \mathbf{f}_{0}^{\prime \prime}\left(\mathbf{v}_{j}, \mathbf{w}_{j}\right)+\sum_{j=1}^{s} \bar{a}_{i j} \boldsymbol{\phi}_{0}^{\prime \prime}\left(\mathbf{v}_{j}, \mathbf{w}_{j}\right), \quad 1 \leq i \leq s+1
$$

In the special case $i=s+1$, this reduces to

$$
\mathbf{G}_{s+1}^{\prime \prime}(\mathbf{v}, \mathbf{w})=\sum_{i=1}^{s} b_{i} \mathbf{g}^{\prime \prime}\left(\mathbf{v}_{i}, \mathbf{w}_{i}\right)
$$

Utilizing (49), we have

$$
\mathbf{G}_{s+1}^{\prime \prime}(\mathbf{G}, \mathbf{G})=\sum b_{i} \mathbf{g}^{\prime \prime}\left(c_{i} \mathbf{f}_{0}+\bar{c}_{i} \boldsymbol{\phi}_{0}\right)^{2}
$$

This is equal to the corresponding term in (44) if the following conditions hold:

$$
\begin{equation*}
\frac{1}{3}=\sum b_{i} c_{i}^{2}=\sum b_{i} c_{i} \bar{c}_{i}=\sum b_{i} \bar{c}_{i}^{2} \tag{53}
\end{equation*}
$$

The first equality is contained in Table 1. For the second equality, we utilize the relation (52) and Table 1 to obtain

$$
\sum b_{i} c_{i} \bar{c}_{i}=\sum c_{i}\left(b_{i}-d_{i}\right)=\sum d_{i}-c_{i} d_{i}=\frac{1}{3}
$$

For the third equality in (53), observe that

$$
\sum b_{i} \bar{c}_{i}^{2}=\sum\left(b_{i}-d_{i}\right)^{2} / b_{i}=\sum b_{i}-2 d_{i}+d_{i}^{2} / b_{i}=\frac{1}{3}
$$

which completes the proof of (53).
The final third-order term coming from (48) is

$$
\mathbf{G}_{s+1}^{\prime} \mathbf{G}^{\prime} \mathbf{G}=\sum b_{i} \mathbf{g}^{\prime}\left(a_{i j} \mathbf{f}_{0}^{\prime}+\bar{a}_{i j} \phi_{0}^{\prime}\right)\left(c_{j} \mathbf{f}_{0}+\bar{c}_{j} \boldsymbol{\phi}_{0}\right) .
$$

This term is equal to the corresponding term in (44) if the following conditions hold:

$$
\frac{1}{6}=\sum b_{i} a_{i j} c_{j}=\sum b_{i} a_{i j} \bar{c}_{j}=\sum b_{i} \bar{a}_{i j} c_{j}=\sum b_{i} \bar{a}_{i j} \bar{c}_{j}
$$

The first equality is contained in Table 1 . For the second equality, Table 1 and (52) yield

$$
\sum b_{i} a_{i j} \bar{c}_{j}=\sum d_{j}\left(1-d_{j} / b_{j}\right)=\frac{1}{6}
$$

For the third equality, we have

$$
\sum b_{i} \bar{a}_{i j} c_{j}=\sum\left(b_{i} b_{j}-b_{j} a_{j i}\right) c_{j}=\sum b_{j} c_{j}-b_{j} c_{j}^{2}=\frac{1}{6}
$$

And for the fourth equality,

$$
\sum b_{i} \bar{a}_{i j} \bar{c}_{j}=\sum\left(b_{i} b_{j}-b_{j} a_{j i}\right)\left(1-d_{j} / b_{j}\right)=\sum\left(1-c_{j}\right)\left(b_{j}-d_{j}\right)=\frac{1}{6}
$$

At this point, we have checked the conditions of Table 1 up to third order. Observe that the conditions that need to be checked at each order correspond to all the ways of distributing bars on the various factors that appear in the
order conditions of Table 2. For example, the condition $\sum b_{i} c_{i}^{3}=\frac{1}{4}$ in Table 2 will expand into the following set of relations:

$$
\frac{1}{4}=\sum b_{i} c_{i}^{3}=\sum b_{i} c_{i}^{2} \bar{c}_{i}=\sum b_{i} c_{i} \bar{c}_{i}^{2}=\sum b_{i} \bar{c}_{i}^{3} .
$$

Altogether there are 26 separate conditions that must be satisfied to achieve fourth order accuracy, and besides the original 4 conditions in Table 2, 4 new conditions emerge in Table 1. We now check each of the 26 conditions associated with a fourth order scheme. There are 4 different terms that need to be checked, denoted $1,2,3,4$ below. The various ways of arranging the bars are denoted $1 \mathrm{a}, 1 \mathrm{~b}, \cdots, 4 \mathrm{~g}$.

1. $\sum b_{i} c_{i}^{3}=\frac{1}{4}$ (in Table 1)

1a. $\sum b_{i} c_{i}^{2} \bar{c}_{i}=\sum c_{i}^{2}\left(b_{i}-d_{i}\right)=\frac{1}{4}$
1b. $\sum b_{i} c_{i} \bar{c}_{i}^{2}=\sum c_{i}\left(b_{i}-d_{i}\right)^{2} / b_{i}=\sum c_{i} b_{i}-2 c_{i} d_{i}+c_{i} d_{i}^{2} / b_{i}=\frac{1}{4}$
1c. $\sum b_{i} \bar{c}_{i}^{3}=\sum\left(b_{i}-d_{i}\right)^{3} / b_{i}^{2}=\sum b_{i}-3 d_{i}+3 d_{i}^{2} / b_{i}-d_{i}^{3} / b_{i}^{2}=\frac{1}{4}$
2. $\sum b_{i} c_{i} a_{i j} c_{j}=\frac{1}{8}$ (in Table 1)

$$
\text { 2a. } \begin{aligned}
\sum b_{i} \bar{c}_{i} a_{i j} c_{j} & =\sum\left(b_{i}-d_{i}\right) a_{i j} c_{j} \\
& =\sum d_{j} c_{j}-d_{i} a_{i j} c_{j}=\frac{1}{8}
\end{aligned}
$$

2b. $\sum b_{i} c_{i} \bar{a}_{i j} c_{j}=\sum c_{i}\left(b_{i} b_{j}-b_{j} a_{j i}\right) c_{j}$

$$
=\left(\sum c_{i} b_{i}\right)^{2}-\sum b_{i} c_{i} a_{i j} c_{j}=\frac{1}{8}
$$

2c. $\sum b_{i} c_{i} a_{i j} \bar{c}_{j}=\sum b_{i} c_{i} a_{i j}\left(1-d_{j} / b_{j}\right)$

$$
=\sum b_{i} c_{i}^{2}-b_{i} c_{i} a_{i j} d_{j} / b_{j}=\frac{1}{8}
$$

2d. $\sum b_{i} \bar{c}_{i} \bar{a}_{i j} c_{j}=\sum\left(b_{i}-d_{i}\right) b_{j}\left(b_{i}-a_{j i}\right) c_{j} / b_{i}$

$$
\begin{aligned}
& =\sum\left(b_{i}-d_{i}\right) b_{j} c_{j}-b_{j} a_{j i} c_{j}+b_{j} d_{i} a_{j i} c_{j} / b_{i} \\
& =\frac{1}{4}+\sum b_{i} c_{i} a_{i j} d_{j} / b_{j}-b_{j} c_{j}^{2}=\frac{1}{8}
\end{aligned}
$$

2e. $\sum b_{i} \bar{c}_{i} a_{i j} \bar{c}_{j}=\sum\left(b_{i}-d_{i}\right) a_{i j}\left(b_{j}-d_{j}\right) / b_{j}$

$$
=\sum d_{i}-c_{i} d_{i}-d_{i}^{2} / b_{i}+d_{i} a_{i j} d_{j} / b_{j}=\frac{1}{8}
$$

2f. $\sum b_{i} c_{i} \bar{a}_{i j} \bar{c}_{j}=\sum c_{i}\left(b_{i}-a_{j i}\right)\left(b_{j}-d_{j}\right)$

$$
=\sum b_{i} c_{i}-c_{i} d_{i}-b_{i} c_{i} d_{j}+d_{i} a_{i j} c_{j}=\frac{1}{8}
$$

2g. $\sum b_{i} \bar{c}_{i} \bar{a}_{i j} \bar{c}_{j}=\left(b_{i}-d_{i}\right)\left(b_{i}-a_{j i}\right)\left(b_{j}-d_{j}\right) / b_{i}$

$$
\begin{aligned}
= & \sum\left(b_{i}-d_{i}\right)\left(b_{j}-d_{j}\right) \\
& -\left(b_{i}-d_{i}\right) a_{j i}\left(b_{j}-d_{j}\right) / b_{i}
\end{aligned}
$$

$$
\begin{aligned}
= & \sum b_{i} b_{j}-2 d_{i}+d_{i} d_{j} \\
& -a_{j i}\left(b_{j}-d_{j}\right)+d_{i} a_{j i}\left(b_{j}-d_{j}\right) / b_{i} \\
= & \sum b_{i} b_{j}-3 d_{i}+d_{i} d_{j} \\
& +c_{i} d_{i}+d_{i}^{2} / b_{i}-d_{i} a_{i j} d_{j} / b_{j}=\frac{1}{8}
\end{aligned}
$$

3. $\sum b_{i} a_{i j} c_{j}^{2}=\frac{1}{12}$ (in Table 1)

3a. $\sum b_{i} \bar{a}_{i j} c_{j}^{2}=\sum b_{j}\left(b_{i}-a_{j i}\right) c_{j}^{2}=\sum b_{j}\left(c_{j}^{2}-c_{j}^{3}\right)=\frac{1}{12}$
3b. $\sum b_{i} a_{i j} c_{j} \bar{c}_{j}=\sum b_{i} a_{i j} c_{j}\left(b_{j}-d_{j}\right) / b_{j}$

$$
=\sum c_{j} d_{j}-c_{j} d_{j}^{2} / b_{j}=\frac{1}{12}
$$

3c. $\sum b_{i} \bar{a}_{i j} c_{j} \bar{c}_{j}=\sum b_{j} \bar{a}_{j i} c_{i} \bar{c}_{i}=\sum\left(b_{j}-a_{i j}\right) c_{i}\left(b_{i}-d_{i}\right)$

$$
=\sum b_{i} c_{i}-c_{i} d_{i}-b_{i} c_{i}^{2}+c_{i}^{2} d_{i}=\frac{1}{12}
$$

3d. $\sum b_{i} a_{i j} \bar{c}_{j}^{2}=\sum d_{j}\left(b_{j}-d_{j}\right)^{2} / b_{j}^{2}$

$$
=\sum d_{j}-2 d_{j}^{2} / b_{j}+d_{j}^{3} / b_{j}^{2}=\frac{1}{12}
$$

3e. $\sum b_{i} \bar{a}_{i j} \bar{c}_{j}^{2}=\sum b_{j} \bar{a}_{j i} \bar{c}_{i}^{2}=\sum\left(b_{j}-a_{i j}\right)\left(b_{i}-d_{i}\right)^{2} / b_{i}$

$$
\begin{aligned}
& =\sum\left(1-c_{i}\right)\left(b_{i}-d_{i}\right)^{2} / b_{i} \\
& =\sum\left(1-c_{i}\right)\left(b_{i}-2 d_{i}+d_{i}^{2} / b_{i}\right)=\frac{1}{12}
\end{aligned}
$$

4. $\sum b_{i} a_{i j} a_{j k} c_{k}=\frac{1}{24}$ (in Table 1)

4a. $\sum b_{i} \bar{a}_{i j} a_{j k} c_{k}=\sum b_{j}\left(b_{i}-a_{j i}\right) a_{j k} c_{k}=\sum b_{j}\left(1-c_{j}\right) a_{j k} c_{k}$

$$
=\sum c_{k} d_{k}-b_{j} c_{j} a_{j k} c_{k}=\frac{1}{24}
$$

4b. $\sum b_{i} a_{i j} \bar{a}_{j k} c_{k}=\sum d_{j} b_{k}\left(b_{j}-a_{k j}\right) c_{k} / b_{j}$

$$
=d_{j} b_{k} c_{k}-d_{j} b_{k} a_{k j} c_{k} / b_{j}=\frac{1}{24}
$$

4c. $\sum b_{i} a_{i j} a_{j k} \bar{c}_{k}=\sum d_{j} a_{j k}\left(b_{k}-d_{k}\right) / b_{k}$

$$
=\sum c_{j} d_{j}-d_{j} a_{j k} d_{k} / b_{k}=\frac{1}{24}
$$

4d. $\sum b_{i} \bar{a}_{i j} \bar{a}_{j k} c_{k}=\sum b_{k}\left(b_{i}-a_{j i}\right)\left(b_{j}-a_{k j}\right) c_{k}$

$$
\begin{aligned}
& =\sum b_{k}\left(1-c_{j}\right)\left(b_{j}-a_{k j}\right) c_{k} \\
& =\sum b_{k} c_{k}\left(b_{j}-a_{k j}-b_{j} c_{j}+c_{j} a_{k j}\right) \\
& =\sum \frac{1}{2} b_{k} c_{k}-b_{k} c_{k}^{2}+b_{k} c_{k} a_{k j} c_{j}=\frac{1}{24}
\end{aligned}
$$

4e. $\sum b_{i} \bar{a}_{i j} a_{j k} \bar{c}_{k}=\sum b_{j}\left(b_{i}-a_{j i}\right) a_{j k}\left(b_{k}-d_{k}\right) / b_{k}$

$$
\begin{aligned}
& =\sum b_{j} a_{j k}\left(1-c_{j}\right)\left(b_{k}-d_{k}\right) / b_{k} \\
& =\sum b_{j} a_{j k}\left(b_{k}-d_{k}-b_{k} c_{j}+c_{j} d_{k}\right) / b_{k} \\
& =\sum d_{k}-d_{k}^{2} / b_{k}-b_{j} c_{j}^{2}+b_{j} c_{j} a_{j k} d_{k} / b_{k}=\frac{1}{24}
\end{aligned}
$$

4f. $\sum b_{i} a_{i j} \bar{a}_{j k} \bar{c}_{k}=\sum d_{j}\left(b_{j}-a_{k j}\right)\left(b_{k}-d_{k}\right) / b_{j}$

$$
=\sum d_{j} b_{k}-d_{j} d_{k}-d_{j}^{2} / b_{j}+d_{k} a_{k j} d_{j} / b_{j}=\frac{1}{24}
$$

4g. $\sum b_{i} \bar{a}_{i j} \bar{a}_{j k} \bar{c}_{k}=\left(b_{i}-a_{j i}\right)\left(b_{j}-a_{k j}\right)\left(b_{k}-d_{k}\right)$
$=\left(1-c_{j}\right)\left(b_{j}-a_{k j}\right)\left(b_{k}-d_{k}\right)$
$=\left(b_{j}-a_{k j}\right)\left(b_{k}-d_{k}\right)-c_{j}\left(b_{j}-a_{k j}\right)\left(b_{k}-d_{k}\right)$
$=\left(\frac{1}{2}-c_{k}\right)\left(b_{k}-d_{k}\right)+a_{k j} c_{j}\left(b_{k}-d_{k}\right)=\frac{1}{24}$

This completes the proof.

## 5. Error estimate

Our proof of Theorem 2.1, as well as that of the constrained version in Sect. 7, are based on the following abstract result.
Proposition 5.1. Let $\mathcal{X}$ be a Banach space and let $\mathcal{Y}$ be a linear normed space with the norm in both spaces denoted $\|\cdot\|$. Let $\mathcal{F}: \mathcal{X} \mapsto 2^{\mathcal{Y}}$ be a set-valued map, let $\mathcal{L}: \mathcal{X} \mapsto \mathcal{Y}$ be a bounded, linear operator, and let $\mathcal{T}: \mathcal{X} \mapsto \mathcal{Y}$ with $\mathcal{T}$ continuously Frechét differentiable in $B_{r}\left(w^{*}\right)$ for some $w^{*} \in \mathcal{X}$ and $r>0$. Suppose that the following conditions hold for some $\delta \in \mathcal{Y}$ and scalars $\epsilon, \lambda$, and $\sigma>0$ :
(P1) $\mathcal{T}\left(w^{*}\right)+\delta \in \mathcal{F}\left(w^{*}\right)$.
(P2) $\|\nabla \mathcal{T}(w)-\mathcal{L}\| \leq \epsilon$ for all $w \in B_{r}\left(w^{*}\right)$.
(P3) The map $(\mathcal{F}-\mathcal{L})^{-1}$ is single-valued and Lipschitz continuous in $B_{\sigma}(\pi), \pi=(\mathcal{T}-\mathcal{L})\left(w^{*}\right)$, with Lipschitz constant $\lambda$.

If $\epsilon \lambda<1, \epsilon r \leq \sigma,\|\delta\| \leq \sigma$, and $\|\delta\| \leq(1-\lambda \epsilon) r / \lambda$, then there exists a unique $w \in B_{r}\left(w^{*}\right)$ such that $\mathcal{T}(w) \in \mathcal{F}(w)$. Moreover, we have the estimate

$$
\begin{equation*}
\left\|w-w^{*}\right\| \leq \frac{\lambda}{1-\lambda \epsilon}\|\delta\| \tag{54}
\end{equation*}
$$

Proof. This result is obtained from [22, Thm. 3.1] by identifying the set $\Pi$ of that theorem with the ball $B_{\sigma}(\pi)$.

In applying Proposition 5.1, we utilize discrete analogues of various continuous spaces and norms. In particular, for a sequence $\mathbf{z}_{0}, \mathbf{z}_{1}, \cdots, \mathbf{z}_{N}$
whose $i$-th element is a vector $\mathbf{z}_{i} \in \mathbf{R}^{n}$, the discrete analogues of the $L^{p}$ and $L^{\infty}$ norms are the following:

$$
\|\mathbf{z}\|_{L^{p}}=\left(\sum_{i=0}^{N} h\left|\mathbf{z}_{i}\right|^{p}\right)^{p} \quad \text { and } \quad\|\mathbf{z}\|_{L^{\infty}}=\sup _{0 \leq i \leq N}\left|\mathbf{z}_{i}\right|
$$

With this notation, the space $\mathcal{X}$ in the discrete control problem is the discrete $L^{\infty}$ space consisting of 3-tuples $w=(\mathbf{x}, \boldsymbol{\psi}, \mathbf{u})$ where

$$
\begin{aligned}
\mathbf{x} & =\left(\mathbf{a}, \mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{N}\right), \quad \mathbf{x}_{k} \in \mathbf{R}^{n} \\
\boldsymbol{\psi} & =\left(\boldsymbol{\psi}_{0}, \boldsymbol{\psi}_{1}, \boldsymbol{\psi}_{2}, \cdots, \boldsymbol{\psi}_{N}\right), \quad \boldsymbol{\psi}_{k} \in \mathbf{R}^{n} \\
\mathbf{u} & =\left(\mathbf{u}_{0}, \mathbf{u}_{1}, \mathbf{u}_{2}, \cdots, \mathbf{u}_{N-1}\right), \quad \mathbf{u}_{k} \in \mathbf{R}^{s m}
\end{aligned}
$$

The mappings $\mathcal{T}$ and $\mathcal{F}$ of proposition 5.1 are selected in the following way:
$\mathcal{T}(\mathbf{x}, \boldsymbol{\psi}, \mathbf{u})=\left(\begin{array}{c}\mathbf{x}_{k}^{\prime}-\mathbf{f}^{h}\left(\mathbf{x}_{k}, \mathbf{u}_{k}\right), \quad 0 \leq k \leq N-1 \\ \boldsymbol{\psi}_{k}^{\prime}+\nabla_{x} H^{h}\left(\mathbf{x}_{k}, \boldsymbol{\psi}_{k+1}, \mathbf{u}_{k}\right), \quad 0 \leq k \leq N-1 \\ \nabla_{u_{j}} H^{h}\left(\mathbf{x}_{k}, \boldsymbol{\psi}_{k+1}, \mathbf{u}_{k}\right), \quad 1 \leq j \leq s, 0 \leq k \leq N-1 \\ \boldsymbol{\psi}_{N}-\nabla C\left(\mathbf{x}_{N}\right)\end{array}\right)$
and

$$
\mathcal{F}(\mathbf{x}, \boldsymbol{\psi}, \mathbf{u})=\left(\begin{array}{c}
\mathbf{0} \\
\mathbf{0} \\
\Pi_{i=1}^{s} N_{U}\left(\mathbf{u}_{k i}\right), \quad 0 \leq k \leq N-1 \\
\mathbf{0}
\end{array}\right) .
$$

The space $\mathcal{Y}$, associated with the four components of $\mathcal{T}$, is a space of 4tuples of finite sequences in $L^{1} \times L^{1} \times L^{\infty} \times \mathbf{R}^{n}$. The reference point $w^{*}$ is the sequence with elements

$$
w_{k}^{*}=\left(\mathbf{x}_{k}^{*}, \boldsymbol{\psi}_{k}^{*}, \mathbf{u}_{k}^{*}\right)
$$

where $\mathbf{x}_{k}^{*}=\mathbf{x}^{*}\left(t_{k}\right), \boldsymbol{\psi}_{k}^{*}=\boldsymbol{\psi}^{*}\left(t_{k}\right)$, and $\mathbf{u}_{k i}^{*}=\mathbf{u}\left(\mathbf{y}_{i}^{*}, \boldsymbol{\chi}_{i}^{*}\right)$. Here $\mathbf{y}_{i}^{*}$ and $\boldsymbol{\chi}_{i}^{*}$ are the solution to (40)-(41) corresponding to $\mathbf{x}=\mathbf{x}^{*}\left(t_{k}\right)$ and $\boldsymbol{\psi}=\boldsymbol{\psi}^{*}\left(t_{k}\right)$. Since $\mathbf{u}_{k i}^{*}$ is a solution to (35) associated with $\mathbf{x}=\mathbf{y}_{i}^{*}$ and $\boldsymbol{\psi}=\chi_{i}^{*}$, we have

$$
\begin{equation*}
\mathbf{u}_{k i} \in U, \quad-\nabla_{u} H\left(\mathbf{y}_{i}, \boldsymbol{\chi}_{i}, \mathbf{u}_{k i}\right) \in N_{U}\left(\mathbf{u}_{k i}\right) \tag{56}
\end{equation*}
$$

The operator $\mathcal{L}$ is gotten by linearizing around $w^{*}$, evaluating all variables on each interval at the grid point to the left, and dropping terms that vanish
at $h=0$. In particular, we choose $\mathcal{L}(w)=$

$$
=\left(\begin{array}{l}
\mathbf{x}_{k}^{\prime}-\mathbf{A}_{k} \mathbf{x}_{k}-\mathbf{B}_{k} \mathbf{u}_{k} \mathbf{b}, \quad 0 \leq k \leq N-1  \tag{57}\\
\boldsymbol{\psi}_{k}^{\prime}+\boldsymbol{\psi}_{k+1} \mathbf{A}_{k}+\left(\mathbf{Q}_{k} \mathbf{x}_{k}+\mathbf{S}_{k} \mathbf{u}_{k} \mathbf{b}\right)^{\top}, \quad 0 \leq k \leq N-1 \\
b_{j}\left(\mathbf{u}_{k j}^{\top} \mathbf{R}_{k}+\mathbf{x}_{k}^{\top} \mathbf{S}_{k}+\boldsymbol{\psi}_{k+1} \mathbf{B}_{k}\right), \quad 1 \leq j \leq s, 0 \leq k \leq N-1 \\
\boldsymbol{\psi}_{N}+\mathbf{V} \mathbf{x}_{N}
\end{array}\right) .
$$

For these choices of the spaces and the functions, we now examine each of the hypotheses of Proposition 5.1. First, in [24, Lem. 5.1] we show that by Smoothness,

$$
\begin{equation*}
\|\nabla \mathcal{T}(w)-\mathcal{L}\| \leq\|\nabla \mathcal{T}(w)-\mathcal{L}\|_{L^{\infty}} \leq c\left(\left\|w-w^{*}\right\|+h\right) \tag{58}
\end{equation*}
$$

for every $w \in B_{\beta}\left(w^{*}\right)$, where $\beta$ appears in the state uniqueness property. Moreover, by Smoothness, Coercivity, and [24, Lem. 6.1], the map ( $\mathcal{F}-$ $\mathcal{L})^{-1}$ is Lipschitz continuous with a Lipschitz constant $\lambda$ independent of $h$ for $h$ sufficiently small. Thus we can take $\sigma=\infty$ in Proposition 5.1.

To finish the analysis, we need an estimate for the distance from $\mathcal{T}\left(w^{*}\right)$ to $\mathcal{F}\left(w^{*}\right)$. In this section, we focus on the case where $U=\mathbf{R}^{m}$ and $\mathcal{F}=\mathbf{0}$, while Sect. 7 shows how the analysis must be changed to handle control constraints. When $\mathcal{F}=\mathbf{0}$, estimating the distance to $\mathcal{F}$ is equivalent to obtaining an estimate for $\left\|\mathcal{T}\left(w^{*}\right)\right\|$. By (4) we have $\boldsymbol{\psi}_{N}^{*}=\nabla C\left(\mathbf{x}_{N}^{*}\right)$. Consequently, the last component of $\mathcal{T}\left(w^{*}\right)$ vanishes. By the identities (29) and (56), the next-to-last component of $\mathcal{T}\left(w^{*}\right)$ also vanishes. The first two components of $\mathcal{T}\left(w^{*}\right)$ are estimated using the Taylor expansions of Sects.4. Consistent with the notation of Sect. 4, we define

$$
\mathbf{z}^{*}=\binom{\mathbf{x}^{*}}{\boldsymbol{\psi}^{*}} \quad \text { and } \quad \mathbf{z}_{k}^{*}=\binom{\mathbf{x}^{*}\left(t_{k}\right)}{\boldsymbol{\psi}^{*}\left(t_{k}\right)}
$$

Similarly, $\boldsymbol{\zeta}^{*}(h)$ is the vector whose first $s$ components are pairs $\left(\mathbf{y}_{i}^{*}(h), \chi_{i}^{*}\right.$ $(h))$ satisfying (38) and (39) with $\mathbf{x}_{k}=\mathbf{x}_{k}^{*}$ and $\boldsymbol{\psi}_{k}=\boldsymbol{\psi}_{k}^{*}$, and whose last component is

$$
\boldsymbol{\zeta}_{s+1}^{*}(h)=\mathbf{z}_{k}^{*}+h \sum_{i=1}^{s} b_{i} \mathbf{g}\left(\mathbf{y}_{i}^{*}(h), \boldsymbol{\chi}_{i}^{*}(h)\right)
$$

Using this notation and exploiting the identity (28) of Proposition 3.3, the first two components of $\mathcal{T}\left(w^{*}\right)$, evaluated at time level $k$, can be expressed:

$$
\binom{\mathbf{x}_{k}^{* \prime}-\mathbf{f}^{h}\left(\mathbf{x}_{k}^{*}, \mathbf{u}_{k}^{*}\right)}{\boldsymbol{\psi}_{k}^{* \prime}+\nabla_{x} H^{h}\left(\mathbf{x}_{k}^{*}, \boldsymbol{\psi}_{k+1}^{*}, \mathbf{u}_{k}^{*}\right)}=\frac{1}{h}\left(\mathbf{z}_{k+1}^{*}-\boldsymbol{\zeta}_{s+1}(h)\right) .
$$

The order conditions of Table 1 were devised so that the terms in the Taylor expansions (44) for $\mathbf{z}_{k+1}^{*}$ and (48) for $\boldsymbol{\zeta}_{s+1}^{*}(h)$ match through order $\kappa$, leaving us with integral remainder terms:

$$
\begin{align*}
& \left|\mathbf{z}_{k+1}^{*}-\boldsymbol{\zeta}_{s+1}(h)\right| \leq c h^{\kappa-1}\left(\int_{t_{k}}^{t_{k+1}}\left|\mathbf{z}^{*(\kappa)}(t)-\mathbf{z}^{*(\kappa)}\left(t_{k}\right)\right| d t\right. \\
& \left.\quad+\int_{0}^{h}\left|\zeta_{s+1}^{*}{ }^{(\kappa)}(t)-\zeta_{s+1}^{*}{ }^{(\kappa)}(0)\right| d t\right) \tag{59}
\end{align*}
$$

(Note that although we only assumed $\mathbf{z}^{*(\kappa)}$ lies in $L^{\infty}$, it follows from the smoothness properties of $\mathbf{f}$ and Control Uniqueness, that $\mathbf{z}^{*(\kappa)}$ is continuous when $U=\mathbf{R}^{m}$ ). By the chain rule, Smoothness, and Costate Uniqueness, the $\kappa$-derivative of $\mathbf{z}^{*}$ can be written

$$
\mathbf{z}^{*(\kappa)}(t)=\mathbf{F}(t) \mathbf{u}^{*(\kappa-1)}(t)+\mathbf{H}(t)
$$

where both $\mathbf{F}$ and $\mathbf{H}$ are Lipschitz continuous. Hence, for each $t \in\left[t_{k}, t_{k+1}\right]$, we have

$$
\begin{aligned}
& \left|\mathbf{z}^{*(\kappa)}(t)-\mathbf{z}^{*(\kappa)}\left(t_{k}\right)\right| \leq\left|\left(\mathbf{F}\left(t_{k}\right)-\mathbf{F}(t)\right) \mathbf{u}^{*(\kappa-1)}(t)\right| \\
& \quad+\left|\mathbf{F}\left(t_{k}\right)\left(\mathbf{u}^{*(\kappa-1)}(t)-\mathbf{u}^{*(\kappa-1)}\left(t_{k}\right)\right)\right|+\left|\mathbf{H}\left(t_{k}\right)-\mathbf{H}(t)\right| \\
& \leq \\
& \quad c\left(h+\omega\left(\mathbf{u}^{*(\kappa-1)},\left[t_{k}, t_{k+1}\right] ; t, 2 h\right)\right)
\end{aligned}
$$

After summing over $k$, we have

$$
\begin{aligned}
& \sum h \int_{t_{k}}^{t_{k+1}}\left|\mathbf{z}^{*(\kappa)}(t)-\mathbf{z}^{*(\kappa)}\left(t_{k}\right)\right| d t \\
& \left.\quad \leq \operatorname{ch}\left(h+\sum \int_{t_{k}}^{t_{k+1}} \omega\left(\mathbf{u}^{*(\kappa-1)},\left[t_{k}, t_{k+1}\right] ; t, 2 h\right)\right] d t\right) \\
& \quad \leq \operatorname{ch}\left(h+\tau\left(\mathbf{u}^{*(\kappa-1)} ; 2 h\right)\right) \\
& \quad \leq \operatorname{ch}\left(h+2 \tau\left(\mathbf{u}^{*(\kappa-1)} ; h\right)\right)
\end{aligned}
$$

where the last inequality is found, for example, in [48, p. 11].
Now consider the last term in (59). By Costate Uniqueness, we know that the equation

$$
\begin{equation*}
\boldsymbol{\zeta}(h)=\boldsymbol{\zeta}(0)+h \mathbf{G}(\boldsymbol{\zeta}(h)) \tag{60}
\end{equation*}
$$

has a locally unique solution whenever $h \leq \gamma$. Moreover, by the implicit function theorem, $\boldsymbol{\zeta}(h)$ is $\kappa-1$ times Lipschitz continuously differentiable
in $h$. Hence, the $\kappa$-th derivative of $\boldsymbol{\zeta}(h)$ lies in $L^{\infty}$. To see more precisely the structure of the $\kappa$-th derivative, we differentiate the identity (60) to obtain

$$
\begin{align*}
\boldsymbol{\zeta}^{(\kappa)}(h) & =(\boldsymbol{\zeta}(0)+h \mathbf{G}(\boldsymbol{\zeta}(h)))^{(\kappa)} \\
& =\mathbf{G}(\boldsymbol{\zeta}(h))^{(\kappa-1)}+h \mathbf{G}(\boldsymbol{\zeta}(h))^{(\kappa)} \\
& =\overline{\mathbf{G}}\left(\boldsymbol{\zeta}(h), \cdots, \boldsymbol{\zeta}^{(\kappa-1)}(h)\right)+h \mathbf{G}(\boldsymbol{\zeta}(h))^{(\kappa)}, \tag{61}
\end{align*}
$$

where $\overline{\mathbf{G}}$ is a function that involves various products of derivatives of $\mathbf{G}$ to order $\kappa-1$. The last term in (61) is $O(h)$ since the $\kappa$-th derivatives are all bounded. Since the derivative of $\mathbf{G}$ to order $\kappa-1$ are all Lipschitz continuous, it follows that

$$
\begin{aligned}
& \left|\boldsymbol{\zeta}^{(\kappa)}(h)-\boldsymbol{\zeta}^{(\kappa)}(0)\right| \\
& =O(h)+\mid \overline{\mathbf{G}}\left(\left(\boldsymbol{\zeta}(h), \cdots, \boldsymbol{\zeta}^{(\kappa-1)}(h)\right)-\overline{\mathbf{G}}\left(\boldsymbol{\zeta}(0), \cdots, \boldsymbol{\zeta}^{(\kappa-1)}(0)\right) \mid\right. \\
& \leq O(h)+c \sum_{i=0}^{\kappa-1}\left|\boldsymbol{\zeta}^{(i)}(h)-\boldsymbol{\zeta}^{(i)}(0)\right|=O(h) .
\end{aligned}
$$

Hence, the last term in (59) is $O(h)$. To summarize, in $L^{1} \times L^{1} \times L^{\infty} \times \mathbf{R}^{n}$, we have

$$
\begin{align*}
& \left\|\mathcal{T}\left(\mathbf{w}^{*}\right)\right\| \\
& =h \sum^{\left(\left|\mathbf{x}_{k}^{* \prime}-\mathbf{f}^{h}\left(\mathbf{x}_{k}^{*}, \mathbf{u}_{k}^{*}\right)\right|+\left|\boldsymbol{\psi}_{k}^{* \prime}+\nabla_{x} H^{h}\left(\mathbf{x}_{k}^{*}, \boldsymbol{\psi}_{k+1}^{*}, \mathbf{u}_{k}^{*}\right)\right|\right)} \\
& \leq c h^{\kappa-1}\left(h+\tau\left(\mathbf{u}^{*(\kappa-1)} ; h\right)\right) \tag{62}
\end{align*}
$$

To complete the proof of Theorem 2.1, using Proposition 5.1, let $\lambda$ be chosen large enough and let $\bar{h}$ be chosen small enough that the Lipschitz constant of $\mathcal{L}^{-1}$ is less than $\lambda$ for all $h \leq \bar{h}$. Choose $\epsilon$ small enough that $\epsilon \lambda<1$. Choose a small $r$ and choose $\bar{h}$ smaller if necessary so that $c(r+\bar{h}) \leq$ $\epsilon$ where $c$ is the constant appearing in (58). Finally, choose $\bar{h}$ smaller if necessary so that for the residual bound in (62), we have

$$
c \bar{h}^{\kappa-1}\left(\bar{h}+\tau\left(\mathbf{u}^{*(\kappa-1)} ; \bar{h}\right)\right) \leq(1-\lambda \epsilon) r / \lambda .
$$

Since the hypotheses of Proposition 5.1 are satisfied, we conclude that for each $h \leq \bar{h}$, there exists $w^{h}=\left(\mathbf{x}^{h}, \boldsymbol{\psi}^{h}, \mathbf{u}^{h}\right) \in B_{r}\left(w^{*}\right)$ such that $\mathcal{T}\left(w^{h}\right)=0$ and the estimate (54) holds, which establishes the bounds for the state and costate variables in (14). The estimate in (14) for the error in the control follows from the control uniqueness property and the fact that $\nabla_{u} H\left(\mathbf{x}^{*}\left(t_{k}\right), \boldsymbol{\psi}^{*}\left(t_{k}\right), \mathbf{u}^{*}\left(t_{k}\right)\right)=\mathbf{0}$. Finally, by [24, Lem. 7.2] $\left(\mathbf{x}^{h}, \mathbf{u}^{h}\right)$ is a strict local minimizer in (8) for $h$ sufficiently small.

## 6. Numerical illustrations

Through second order, the conditions in Tables 1 and 2 are the same, and at order three, one new condition emerges for the control problem. In [8, p. 174] Butcher shows that the set of third-order explicit Runge-Kutta schemes includes the following family involving the two parameters $c_{2} \neq \frac{2}{3}, 0$, and $c_{3} \neq c_{2}, 0$ :
(63) $\mathbf{A}=\left[\begin{array}{ccc}0 & 0 & 0 \\ c_{2} & 0 & 0 \\ \frac{c_{3}\left(3 c_{2}-c_{3}-3 c_{2}^{2}\right)}{c_{2}\left(2-3 c_{2}\right)} & \frac{c_{3}\left(c_{3}-c_{2}\right)}{c_{2}\left(2-3 c_{2}\right)} & 0\end{array}\right], \quad \mathbf{b}=\left[\begin{array}{c}\frac{2 c_{2} c_{3}-c_{3}-c_{2}+2 / 3}{2 c_{2} c_{3}} \\ \frac{3 c_{3}-2}{6 c_{2}\left(c_{3}-c_{2}\right)} \\ \frac{2-3 c_{2}}{6 c_{3}\left(c_{3}-c_{2}\right)}\end{array}\right]$.

There are also two one-parameter families of schemes when $c_{2}=\frac{2}{3}$, however, it can be shown that neither of these families satisfies the condition

$$
\begin{equation*}
\sum d_{i}^{2} / b_{i}=1 / 3 \tag{64}
\end{equation*}
$$

of Table 1 needed for third-order accuracy in optimal control. Moreover, for the two-parameter family (63), the condition (64) is satisfied if and only if $c_{3}=1$ (a symbolic manipulation package like Maple facilitates the derivation of this result).

The following specific third-order schemes have appeared in the literature (for example, see [38, p. 402] and [39, p. 506]):
(a) $\mathbf{A}=\left[\begin{array}{rrr}0 & 0 & 0 \\ \frac{1}{2} & 0 & 0 \\ -1 & 2 & 0\end{array}\right], \quad \mathbf{b}=\left[\begin{array}{c}\frac{1}{6} \\ \frac{2}{3} \\ \frac{1}{6}\end{array}\right], \quad$ (b) $\mathbf{A}=\left[\begin{array}{ccc}0 & 0 & 0 \\ \frac{1}{2} & 0 & 0 \\ 0 & \frac{3}{4} & 0\end{array}\right], \quad \mathbf{b}=\left[\begin{array}{c}\frac{2}{9} \\ \frac{1}{3} \\ \frac{4}{9}\end{array}\right]$.

The scheme (a) corresponds to $c_{2}=1 / 2$ and $c_{3}=1$ in (63), while (b) corresponds to $c_{2}=1 / 2$ and $c_{3}=3 / 4$. The first scheme satisfies (64) since $c_{3}=1$ while the second scheme does not satisfy (64). Let us consider the following simple test problem [31, (P1)]:

$$
\begin{align*}
& \operatorname{minimize} \frac{1}{2} \int_{0}^{1} u(t)^{2}+2 x(t)^{2} d t  \tag{65}\\
& \text { subject to } x^{\prime}(t)=.5 x(t)+u(t), \quad x(0)=1
\end{align*}
$$

with the optimal solution

$$
\begin{equation*}
x^{*}(t)=\frac{2 e^{3 t}+e^{3}}{e^{3 t / 2}\left(2+e^{3}\right)}, \quad u^{*}(t)=\frac{2\left(e^{3 t}-e^{3}\right)}{e^{3 t / 2}\left(2+e^{3}\right)} \tag{66}
\end{equation*}
$$

Table 3. Discrete state error in $L^{\infty}$ for problem (65) and the schemes (a) and (b)

| $N$ | (a) | (b) |
| ---: | :---: | :---: |
| 10 | $8.820781 \mathrm{e}-05$ | $7.236809 \mathrm{e}-04$ |
| 20 | $9.716458 \mathrm{e}-06$ | $1.732318 \mathrm{e}-04$ |
| 40 | $1.110740 \mathrm{e}-06$ | $4.231934 \mathrm{e}-05$ |
| 80 | $1.317159 \mathrm{e}-07$ | $1.045581 \mathrm{e}-05$ |
| 160 | $1.600043 \mathrm{e}-08$ | $2.598415 \mathrm{e}-06$ |
| 320 | $1.970437 \mathrm{e}-09$ | $6.476597 \mathrm{e}-07$ |

In Table 3 we give the $L^{\infty}$ error for the discrete state at the grid points for the schemes (a) and (b) and various choices of the mesh. When we perform a least squares fit of the errors in Table 3 to a function of the form $\mathrm{ch}^{q}$, we obtain $q \approx 3.09$ for (a) and $q \approx 2.02$ for (b). The errors observed in this example are typical for Runge-Kutta discretizations of the form (63). If $c_{3}=1$ and condition (64) holds, then the control discretization is third-order accurate, and if $c_{3} \neq 1$ so that (64) is violated, then the control discretization is second-order accurate.

In Theorem 2.1, we require that $b_{i}>0$ for each $i$. If $b_{i}$ vanishes, then the solution of the discrete problem may not converge to the solution of the continuous problem, as the following discretization of (65) illustrates:

$$
\begin{align*}
\operatorname{minimize} & \frac{h}{2} \sum_{k=0}^{N-1} u_{k+1 / 2}^{2}+2 x_{k+1 / 2}^{2}  \tag{67}\\
\text { subject to } & x_{k+1 / 2}=x_{k}+\frac{h}{2}\left(.5 x_{k}+u_{k}\right) \\
& x_{k+1}=x_{k}+h\left(.5 x_{k+1 / 2}+u_{k+1 / 2}\right), \quad x_{0}=1 .
\end{align*}
$$

This scheme is second-order accurate for differential equations. The first stage of the Runge-Kutta scheme approximates $x$ at the midpoint of the interval $[k h,(k+1) h]$, and the second stage gives a second-order approximation to $x((k+1) h)$. Obviously, zero is a lower bound for the cost function. A discrete control that achieves this lower bound is $u_{k}=-\frac{4+h}{2 h} x_{k}$ and $u_{k+1 / 2}=0$ for each $k$, in which case $x_{k+1 / 2}=0$ and $x_{k}=1$ for each $k$. This optimal discrete control oscillates back and forth between 0 and a value around $-2 / h$; hence the solution to the discrete problem diverges from the solution (66) to the continuous problem as $h$ tends to zero. In [24] we show that this divergent scheme can be fixed by replacing the control $u_{k}$ in the first stage by $u_{k+1 / 2}$.

Next, we illustrate the observation contained in Remark 2.2: For third or fourth-order Runge-Kutta schemes, the discrete controls $u_{k j}^{h}$ often converge to the continuous solution more slowly than $\mathbf{u}\left(\mathbf{x}_{k}^{h}, \boldsymbol{\psi}_{k}^{h}\right)$. To see this property,

Table 4. Discrete control errors in $L^{\infty}$ for test problem (68) and scheme (a)

| $N$ | $\mathbf{u}_{k 1}^{h}$ | $\mathbf{u}_{k 2}^{h}$ | $\mathbf{u}_{k 3}^{h}$ | $\mathbf{u}\left(\mathbf{x}_{k}^{h}, \boldsymbol{\psi}_{k}^{h}\right)$ |
| ---: | :---: | :---: | :---: | :---: |
| 10 | $2.581245 \mathrm{e}-03$ | $1.285116 \mathrm{e}-03$ | $2.639595 \mathrm{e}-03$ | $1.933271 \mathrm{e}-05$ |
| 20 | $7.999243 \mathrm{e}-04$ | $3.605417 \mathrm{e}-04$ | $6.481638 \mathrm{e}-04$ | $2.699320 \mathrm{e}-06$ |
| 40 | $2.191605 \mathrm{e}-04$ | $9.455063 \mathrm{e}-05$ | $1.594966 \mathrm{e}-04$ | $3.569218 \mathrm{e}-07$ |
| 80 | $5.715833 \mathrm{e}-05$ | $2.415251 \mathrm{e}-05$ | $3.948989 \mathrm{e}-05$ | $4.589058 \mathrm{e}-08$ |
| 160 | $1.458317 \mathrm{e}-05$ | $6.099989 \mathrm{e}-06$ | $9.820382 \mathrm{e}-06$ | $5.817758 \mathrm{e}-09$ |
| 320 | $3.682317 \mathrm{e}-06$ | $1.532569 \mathrm{e}-06$ | $2.448334 \mathrm{e}-06$ | $7.323739 \mathrm{e}-10$ |

we need a slightly more complicated example than (65). We consider the following quadratic problem [31, (P2)] which includes an $x u$ term:

$$
\begin{align*}
& \operatorname{minimize} \quad \frac{1}{2} \int_{0}^{1} u(t)^{2}+x(t) u(t)+\frac{5}{4} x(t)^{2} d t  \tag{68}\\
& \text { subject to } x^{\prime}(t)=.5 x(t)+u(t), \quad x(0)=1
\end{align*}
$$

with the optimal solution

$$
x^{*}(t)=\frac{\cosh (1-t)}{\cosh (1)}, \quad u^{*}(t)=-\frac{(\tanh (1-t)+.5) \cosh (1-t)}{\cosh (1)} .
$$

In Table 4 we give the $L^{\infty}$ error in the discrete controls $\mathbf{u}_{k i}^{h}, 1 \leq i \leq 3$, for scheme (a) and problem (68), while the last column gives the error in $\mathbf{u}\left(\mathbf{x}_{k}^{h}, \boldsymbol{\psi}_{k}^{h}\right)$. Note that the errors in the last column of Table 4 are much smaller than the errors in the preceding columns. The error in each of the discrete controls is $O\left(h^{2}\right)$ while the error in the approximation $\mathbf{u}\left(\mathbf{x}_{k}^{h}, \boldsymbol{\psi}_{k}^{h}\right)$ generated by the discrete state and costate variables is $O\left(h^{3}\right)$, in accordance with Theorem 2.1. More precisely, if we perform a least squares fit of the errors in Table 4 to a function of the form $c h^{q}$, we obtain $q \approx 1.90,1.95$, 2.01, and 2.94 for the respective columns of Table 4.

For 3-stage explicit third-order Runge-Kutta schemes, there are 6 nonzero coefficients to be specified: $a_{21}, a_{31}, a_{32}, b_{1}, b_{2}$, and $b_{3}$. In Table 1 , there are 5 conditions to be satisfied in order to achieve third-order accuracy. Hence, we might anticipate a one-parameter family satisfying these 5 conditions. This family of solutions corresponds to (63) and $c_{3}=1$. Proceeding to 4-stage explicit fourth-order Runge-Kutta schemes, there are 10 nonzero coefficients to be specified and 13 conditions in Table 1 to be satisfied. Hence, by the same reasoning used for third-order schemes, one may think that a 4-stage explicit fourth-order method is impossible in optimal control. Quite to the contrary, we have
Proposition 6.1. Every 4-stage explicit Runge-Kutta scheme with $b_{i}>0$ for every $i$ that satisfies all the conditions of Table 2 also satisfies all the conditions of Table 1.

In other words, any 4 -stage explicit Runge-Kutta scheme with $b_{i}>0$ for every $i$ that is fourth-order accurate for differential equations is also fourthorder accurate for optimal control.
Proof. In [8, p. 178] it is shown that in any 4-stage explicit fourth-order Runge-Kutta scheme, the following identity holds:

$$
\sum_{i} b_{i} a_{i j}=b_{j}\left(1-c_{j}\right)
$$

$j=1,2,3,4$. Thus $d_{j}=b_{j}\left(1-c_{j}\right)$ for each $j$. With this substitution, each of the 5 conditions in Table 1, not appearing in Table 2, can be deduced directly from the conditions in Table 2.

For a practical illustration, we consider the orbit transfer problem presented in [6, pp. 66-68]. Given a constant-thrust rocket engine with thrust $T$ operating for a given length of time $t_{f}$, we wish to find the thrust-direction history $\phi(t)$ that transfers a spacecraft from a given initial circular orbit to the largest possible circular orbit. The notation is the following:
$r=$ radial distance of spacecraft from attracting center
$u$ = radial component of velocity
$v=$ tangential component of velocity
$m_{0}=$ initial mass of spacecraft
$\dot{m}=$ fuel consumption rate (assumed constant)
$\phi=$ thrust direction angle
$\mu=$ gravitational constant of attracting center
The problem of maximizing the radius of the final orbit can be expressed:

$$
\begin{aligned}
& \text { maximize } r\left(t_{f}\right) \\
& \text { subject to } r^{\prime}=u, \quad r(0)=r_{0} \text {, } \\
& u^{\prime}=\frac{v^{2}}{r}-\frac{\mu}{r^{2}}+\frac{T \sin \phi}{m_{0}-|\dot{m}| t}, u(0)=0, \quad u\left(t_{f}\right)=0, \\
& v^{\prime}=-\frac{u v}{r}+\frac{T \cos \phi}{m_{0}-|\dot{m}| t}, \quad v(0)=\sqrt{\frac{\mu}{r_{0}}}, v\left(t_{f}\right)=\sqrt{\frac{\mu}{r\left(t_{f}\right)}} .
\end{aligned}
$$

We have solved the following instance of this problem stated in [6] (also see [40]): $m_{0}=10,000 \mathrm{~kg}, \dot{m}=12.9 \mathrm{~kg} / \mathrm{day}, r_{0}=149.6 \times 10^{9} \mathrm{~m}$ (distance from Sun to Earth), $T=8.336 \mathrm{~N}, \mu=1.3273310^{20} \mathrm{~m}^{3} / \mathrm{s}^{2}$ (gravitational constant for the Sun), and $t_{f}=193$ days. The trajectory, appearing in Fig. 1, takes the spacecraft from an Earth orbit around the Sun to a Mars orbit.

The terminal constraints on $u$ and $v$ at $t_{f}$ were treated using penalty/ multiplier techniques (see [2] and [34]). We discretized the problem using the 3 -stage methods (a) and (b). To estimate the errors associated with each


Fig. 1. Transfer spacecraft from Earth orbit to Mars orbit.

Table 5. Discrete state errors for orbit transfer problem and schemes (a) and (b)

|  | $(\mathrm{a})$ | $(\mathrm{b})$ | $(\mathrm{a})$ | $(\mathrm{b})$ |
| ---: | :---: | :---: | :---: | :---: |
| $N$ | $L^{\infty}$ error | $L^{\infty}$ error | $L^{2}$ error | $L^{2}$ error |
| $500(r)$ | $1.2 \mathrm{e}+03$ | $2.3 \mathrm{e}+05$ | $2.3 \mathrm{e}+06$ | $6.4 \mathrm{e}+08$ |
| $1000(r)$ | $1.5 \mathrm{e}+02$ | $5.8 \mathrm{e}+04$ | $2.8 \mathrm{e}+05$ | $1.6 \mathrm{e}+08$ |
| $2000(r)$ | $1.9 \mathrm{e}+01$ | $1.4 \mathrm{e}+04$ | $3.5 \mathrm{e}+04$ | $4.0 \mathrm{e}+07$ |
|  |  |  |  |  |
| $500(u)$ | $6.9 \mathrm{e}-04$ | $2.2 \mathrm{e}-01$ | $5.1 \mathrm{e}-01$ | $1.3 \mathrm{e}+02$ |
| $1000(u)$ | $8.5 \mathrm{e}-05$ | $5.6 \mathrm{e}-02$ | $6.4 \mathrm{e}-02$ | $3.2 \mathrm{e}+01$ |
| $2000(u)$ | $1.0 \mathrm{e}-05$ | $1.4 \mathrm{e}-02$ | $7.9 \mathrm{e}-03$ | $7.9 \mathrm{e}+00$ |
|  |  |  |  |  |
| $500(v)$ | $7.6 \mathrm{e}-04$ | $1.3 \mathrm{e}-01$ | $9.8 \mathrm{e}-01$ | $1.0 \mathrm{e}+02$ |
| $1000(v)$ | $9.4 \mathrm{e}-05$ | $3.2 \mathrm{e}-02$ | $1.2 \mathrm{e}-01$ | $2.6 \mathrm{e}+01$ |
| $2000(v)$ | $1.2 \mathrm{e}-05$ | $8.1 \mathrm{e}-03$ | $1.5 \mathrm{e}-02$ | $6.4 \mathrm{e}+00$ |

discretization, solutions were obtained for three meshes corresponding to $N=500,1000$, and 2000, and Aitken's extrapolation was used to estimate the exact solution at each grid point corresponding to the $N=500$ mesh. The error in the discrete approximations in both the $L^{2}$ and $L^{\infty}$ norms appears in Table 5. Observe that the discrete errors are several orders of magnitude smaller for scheme (a) compared to scheme (b).

The orbit transfer problem was solved using a software package called optcon_xrk. To apply this collection of Fortran programs, the user provides
the coefficients of an explicit Runge-Kutta scheme along with subroutines to evaluate the right side of the differential equation, the terminal cost, and their gradients. The optimization is performed using steepest descent followed by the conjugate gradient method, where the transformed adjoint system (23)-(24) and the formula (27) are used to compute the gradient of the cost function. The software package optcon_xrk, along with a sample program based on the orbit transfer problem, is available at the following web site:
http://www.math.ufl.edu/hager

## 7. Control constraints

When control constraint are present, adjustments are needed in the way we estimate the distance from $\mathcal{T}\left(w^{*}\right)$ to $\mathcal{F}\left(w^{*}\right)$ since $\mathbf{g}$ is often at best Lipschitz continuous when control constraints are present. All the other analysis in Sect. 5 remains unchanged in the control constrained case. Let us define the following quantities:

$$
\mathbf{x}_{k i}^{*}=\mathbf{x}^{*}\left(t_{k}+c_{i} h\right), \quad \boldsymbol{\psi}_{k i}^{*}=\boldsymbol{\psi}^{*}\left(t_{k}+c_{i} h\right), \quad \overline{\boldsymbol{\psi}}_{k i}^{*}=\boldsymbol{\psi}^{*}\left(t_{k}+\bar{c}_{i} h\right)
$$

Also, we set $\mathbf{z}_{k i}^{*}=\left(\mathbf{x}_{k i}^{*}, \boldsymbol{\psi}_{k i}^{*}\right)$ and $\overline{\mathbf{z}}_{k i}^{*}=\left(\mathbf{x}_{k i}^{*}, \overline{\boldsymbol{\psi}}_{k i}^{*}\right)$. By (60), we have $\boldsymbol{\zeta}_{i}(h)=\mathbf{z}_{k}^{*}+O(h)$. Consequently, the Lipschitz continuity of $\mathbf{g}$ yields

$$
\begin{aligned}
\boldsymbol{\zeta}_{i}(h) & =\mathbf{z}_{k}^{*}+h \mathbf{G}_{i}(\boldsymbol{\zeta}(h))=\mathbf{z}_{k}^{*}+h \sum_{j=1}^{s} a_{i j} \mathbf{f}_{0}\left(\boldsymbol{\zeta}_{j}(h)\right)+h \sum_{j=1}^{s} \bar{a}_{i j} \boldsymbol{\phi}_{0}\left(\boldsymbol{\zeta}_{j}(h)\right) \\
& =\mathbf{z}_{k}^{*}+h c_{i} \mathbf{f}_{0}\left(\mathbf{z}_{k}^{*}\right)+h \bar{c}_{i} \boldsymbol{\phi}_{0}\left(\mathbf{z}_{k}\right)+O\left(h^{2}\right)=\overline{\mathbf{z}}_{k i}^{*}+O\left(h^{2}\right) .
\end{aligned}
$$

With this substitution for $\boldsymbol{\zeta}_{i}(h)$, the Lipschitz continuity of $\mathbf{g}$ also yields:

$$
\boldsymbol{\zeta}_{s+1}(h)=\mathbf{z}_{k}^{*}+h \sum b_{i} \mathbf{g}\left(\boldsymbol{\zeta}_{i}(h)\right)=\mathbf{z}_{k}^{*}+h \sum b_{i} \mathbf{g}\left(\overline{\mathbf{z}}_{k i}^{*}\right)+O\left(h^{3}\right) .
$$

On the the other hand, the fundamental theorem of calculus gives

$$
\mathbf{z}_{k+1}^{*}=\mathbf{z}_{k}^{*}+\int_{t_{k}}^{t_{k+1}} \mathbf{g}\left(\mathbf{z}^{*}(t)\right) d t
$$

Combining these last two identities, we obtain
(69) $\mathbf{z}_{k+1}^{*}-\boldsymbol{\zeta}_{s+1}(h)=\int_{t_{k}}^{t_{k+1}} \mathbf{g}\left(\mathbf{z}^{*}(t)\right) d t-h \sum b_{i} \mathbf{g}\left(\overline{\mathbf{z}}_{k i}^{*}\right)+O\left(h^{3}\right)$.

In the case that $c_{i}=\bar{c}_{i}$ for each $i$, the difference (69) can be estimated by the following formula for the error in quadrature ([48, Thm. 3.4]):

Proposition 7.1. For any $\mathbf{b}$ and $\boldsymbol{\sigma} \in \mathbf{R}^{s}$ such that

$$
\sum_{i=1}^{s} b_{i}=1, \quad \sum_{i=1}^{s} b_{i} \sigma_{i}=\frac{1}{2}, \quad \text { and } \quad 0 \leq \sigma_{i} \leq 1, \quad 1 \leq i \leq s
$$

and for all $\phi \in W^{1, \infty}$, we have

$$
\left|\int_{0}^{h} \phi(s) d s-h \sum_{i=1}^{s} b_{i} \phi\left(\sigma_{i} h\right)\right| \leq c h \int_{0}^{h} \omega(\dot{\phi},[0, h] ; s, h) d s
$$

where $\omega$ is the modulus of continuity defined in (13). Here c depends on the choice of $\mathbf{b}$ and $\boldsymbol{\sigma}$, but not on $\phi$ or $h$.

Suppose that the Runge-Kutta scheme is at least second-order accurate, and that $0 \leq c_{i} \leq 1$. If $c_{i}=\bar{c}_{i}$ for each $i$, then $\mathbf{z}_{k i}^{*}=\overline{\mathbf{z}}_{k i}^{*}$ for each $i$, and applying Proposition 7.1 with $\sigma_{i}=c_{i}$, we have

$$
\begin{aligned}
\left|\mathbf{z}_{k+1}^{*}-\boldsymbol{\zeta}_{s+1}(h)\right|= & \mid \int_{t_{k}}^{t_{k+1}} \mathbf{g}\left(\mathbf{z}^{*}(t)\right) d t \\
& -h \sum_{\text {1) }} b_{i} \mathbf{g}\left(\mathbf{z}_{k i}^{*}\right) \mid+O\left(h^{3}\right) \\
\leq & c h \int_{t_{k}}^{t_{k+1}} \omega\left(\mathbf{g}\left(\mathbf{z}^{*}\right)^{\prime},\left[t_{k}, t_{k+1}\right] ; t, h\right) d t+O\left(h^{3}\right)
\end{aligned}
$$

The function $\mathbf{g}$, evaluated at $\mathbf{z}^{*}$, has the following special form:

$$
\mathbf{g}\left(\mathbf{z}^{*}\right)=\binom{\mathbf{f}\left(\mathbf{x}^{*}, \mathbf{u}\left(\mathbf{x}^{*}, \boldsymbol{\psi}^{*}\right)\right)}{\nabla_{x} H\left(\mathbf{x}^{*}, \boldsymbol{\psi}^{*}, \mathbf{u}\left(\mathbf{x}^{*}, \boldsymbol{\psi}^{*}\right)\right)}=\binom{\mathbf{f}\left(\mathbf{x}^{*}, \mathbf{u}^{*}\right)}{\nabla_{x} H\left(\mathbf{x}^{*}, \boldsymbol{\psi}^{*}, \mathbf{u}^{*}\right)} .
$$

For any $t \in\left[t_{k}, t_{k+1}\right]$, Smoothness yields

$$
\omega\left(\mathbf{g}\left(\mathbf{z}^{*}\right)^{\prime},\left[t_{k}, t_{k+1}\right] ; t, h\right) \leq \omega\left(\mathbf{u}^{* \prime},\left[t_{k}, t_{k+1}\right] ; t, h\right) d t+O(h)
$$

Hence, (71) yields

$$
\begin{equation*}
\left|\mathbf{z}_{k+1}^{*}-\boldsymbol{\zeta}_{s+1}(h)\right| \leq c h \int_{t_{k}}^{t_{k+1}} \omega\left(\mathbf{u}^{* \prime},\left[t_{k}, t_{k+1}\right] ; t, h\right) d t+O\left(h^{3}\right) \tag{72}
\end{equation*}
$$

After multiplying this inequality by $h$ and summing over $k$, we again obtain (62) in the case $\kappa=2$. This shows that if $c_{i}=\bar{c}_{i}$ for each $i$, then Theorem 2.1 is valid in the control constrained case.

If $c_{i} \neq \bar{c}_{i}$ for some $i$, then $\overline{\mathbf{z}}_{i}^{*}$ may not equal $\mathbf{z}_{i}^{*}$. In this case, we write the difference (69) in the following way:

$$
\begin{align*}
\mathbf{z}_{k+1}^{*}-\boldsymbol{\zeta}_{s+1}(h)=\left(\int_{t_{k}}^{t_{k+1}}\right. & \left.\mathbf{g}\left(\mathbf{z}^{*}(t)\right) d t-\sum b_{i} \mathbf{g}\left(\mathbf{z}_{k i}^{*}\right)\right) \\
& +\sum b_{i}\left(\mathbf{g}\left(\mathbf{z}_{k i}^{*}\right)-\mathbf{g}\left(\overline{\mathbf{z}}_{k i}^{*}\right)\right)+O\left(h^{3}\right) \tag{73}
\end{align*}
$$

The term in (73) involving the integral is again bounded by the expression on the right side of (72). For the second term, we use fundamental theorem of calculus to estimate the difference $\mathbf{g}\left(\mathbf{z}_{k i}^{*}\right)-\mathbf{g}\left(\overline{\mathbf{z}}_{k i}^{*}\right)$. Since $\mathbf{g}$ is the sum of two terms $\mathbf{f}_{0}$ and $\phi_{0}$, and both terms can be analyzed in similar ways, we focus on the $\mathbf{f}_{0}$ term:
$\mathbf{f}\left(\mathbf{z}_{k i}^{*}\right)-\mathbf{f}\left(\overline{\mathbf{z}}_{k i}^{*}\right)=\mathbf{f}\left(\mathbf{x}_{k i}^{*}, \mathbf{u}\left(\mathbf{z}_{k i}^{*}\right)\right)-\mathbf{f}\left(\mathbf{x}_{k i}^{*}, \mathbf{u}\left(\overline{\mathbf{z}}_{k i}^{*}\right)\right)=\mathbf{F}_{u}^{i}\left(\mathbf{u}\left(\mathbf{z}_{k i}^{*}\right)-\mathbf{u}\left(\overline{\mathbf{z}}_{k i}^{*}\right)\right)$,
where $\mathbf{F}_{u}^{i}$ is the average of the $u$-gradient of $\mathbf{f}$ evaluated along a line segment connecting $\mathbf{u}\left(\mathbf{z}_{i}^{*}\right)$ and $\mathbf{u}\left(\overline{\mathbf{z}}_{i}^{*}\right)$. Since the control function $\mathbf{u}(\mathbf{x}, \boldsymbol{\psi})$ is a Lipschitz continuous function of its arguments, we have

$$
\mathbf{F}_{u}^{i}\left(\mathbf{u}\left(\mathbf{z}_{k i}^{*}\right)-\mathbf{u}\left(\overline{\mathbf{z}}_{k i}^{*}\right)\right)=\mathbf{F}_{u k}\left(\mathbf{u}\left(\mathbf{z}_{k i}^{*}\right)-\mathbf{u}\left(\overline{\mathbf{z}}_{k i}^{*}\right)\right)+O\left(h^{2}\right)
$$

where $\mathbf{F}_{u k}=\nabla_{u} \mathbf{f}\left(\mathbf{z}_{k}^{*}\right)$. By the Lipschitz continuity of $\mathbf{u}$, we can write

$$
\begin{equation*}
\mathbf{u}\left(\mathbf{z}_{k i}^{*}\right)-\mathbf{u}\left(\overline{\mathbf{z}}_{k i}^{*}\right)=\int_{t_{k}+\bar{c}_{i} h}^{t_{k}+c_{i} h} \frac{d}{d t} \mathbf{u}\left(\mathbf{x}_{k i}^{*}, \boldsymbol{\psi}^{*}(t)\right) d t \tag{74}
\end{equation*}
$$

To bound this term, we need to utilize a modulus of continuity $\hat{\omega}$ for a function of two variables $\mathbf{v}(s, t)$ defined in the following way:

$$
\begin{aligned}
& \hat{\omega}(\mathbf{v}, J ; t, h)=\sup \left\{\mid \mathbf{v}\left(s_{1}, t_{1}\right)\right. \\
& \left.\quad-\mathbf{v}\left(s_{2}, t_{2}\right) \mid: s_{1}, s_{2}, t_{1}, t_{2} \in[t-h / 2, t+h / 2] \cap J\right\} .
\end{aligned}
$$

The identity $\sum b_{i} c_{i}=\sum b_{i} \bar{c}_{i}$ implies that

$$
\sum b_{i} \int_{t_{k}+c_{i} h}^{t_{k}+\bar{c}_{i} h} 1 d t=0
$$

Utilizing this relation, we can subtract any fixed value for $v$ under the integral in (74). With the choice

$$
\begin{equation*}
\mathbf{v}^{*}(s, t)=\frac{d}{d t} \mathbf{u}\left(\mathbf{x}^{*}(s), \boldsymbol{\psi}^{*}(t)\right) \tag{75}
\end{equation*}
$$

we have

$$
\left|\sum b_{i}\left(\mathbf{u}\left(\mathbf{z}_{i}^{*}\right)-\mathbf{u}\left(\overline{\mathbf{z}}_{i}^{*}\right)\right)\right| \leq c \int_{t_{k}}^{t_{k+1}} \hat{\omega}\left(\mathbf{v}^{*},\left[t_{k}, t_{k+1}\right] ; t, h\right) d t
$$

This bound for the second term in (73) coupled with the bound (72) for the first term leads to the following analogue of Theorem 2.1 in the case of control constraints:

Theorem 7.2. If Coercivity and Smoothness with $\kappa=2$ hold, $b_{i}>0$ and $0 \leq c_{i} \leq 1$ for each $i$, and the Runge-Kutta scheme is second-order accurate, then for all sufficiently small h, there exists a strict local minimizer
$\left(\mathbf{x}^{h}, \mathbf{u}^{h}\right)$ of the discrete optimal control problem (8) and an associated adjoint variable $\psi^{h}$ satisfying (11) and (12) such that

$$
\begin{gather*}
\max _{0 \leq k \leq N}\left|\mathbf{x}_{k}^{h}-\mathbf{x}^{*}\left(t_{k}\right)\right|+\left|\boldsymbol{\psi}_{k}^{h}-\boldsymbol{\psi}^{*}\left(t_{k}\right)\right|+\left|\mathbf{u}\left(\mathbf{x}_{k}^{h}, \boldsymbol{\psi}_{k}^{h}\right)-\mathbf{u}^{*}\left(t_{k}\right)\right| \\
\leq \quad \operatorname{ch}\left(h+\tau\left(\frac{d}{d t} \mathbf{u}^{*} ; h\right)+\hat{\tau}\left(\mathbf{v}^{*} ; h\right)\right) \tag{76}
\end{gather*}
$$

where $\mathbf{v}^{*}$ is defined in (75), and $\hat{\tau}$ is given by

$$
\hat{\tau}\left(\mathbf{v}^{*} ; h\right)=\int_{0}^{1} \hat{\omega}\left(\mathbf{v}^{*},[0,1] ; t, h\right) d t
$$

In the case that $c_{i}=\bar{c}_{i}$ for each $i$, or equivalently $d_{i}=b_{i}\left(1-c_{i}\right)$, the $\hat{\tau}$ term in (76) can be dropped.
With regard to the condition $d_{i}=b_{i}\left(1-c_{i}\right)$ of Theorem 7.2 , we noted in the proof of Proposition 6.1 that this is satisfied by every 4 -stage explicit fourthorder Runge-Kutta scheme for differential equations. Also, it can be shown, using (63) with $c_{3}=1$, that this holds for any 3-stage explicit Runge-Kutta scheme that is third-order accurate for optimal control.
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