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Summary. The convergence rate is determined for Runge-Kutta discretiza-
tions of nonlinear control problems. The analysis utilizes a connection be-
tween the Kuhn-Tucker multipliers for the discrete problem and the adjoint
variables associated with the continuous minimum principle. This connec-
tion can also be exploited in numerical solution techniques that require the
gradient of the discrete cost function.
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1. Introduction

We analyze the convergence rate of Runge-Kutta discretizations of con-
trol problems. Unless the coefficients in the final stage of the Runge-Kutta
scheme are all positive, the solution to the discrete problem can diverge
from the solution to the continuous problem. In the case that these final
coefficients are all positive, Runge-Kutta schemes of orders 1 or 2 yield
discretizations of optimal control problems of orders 1 or 2 respectively.
A third-order Runge-Kutta scheme for differential equations must satisfy
an additional condition to achieve third-order accuracy for optimal control
problems, while a fourth-order Runge-Kutta scheme for differential equa-
tions must satisfy another four conditions to achieve fourth-order accuracy
in optimal control. One particular family of integration schemes for dif-
ferential equations, the 4-stage explicit fourth-order Runge-Kutta schemes,
satisfy all the conditions needed for fourth-order accuracy in optimal con-
trol. For third and fourth-order Runge-Kutta schemes, the discrete controls

� This work was supported by the National Science Foundation.
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often converge to the continuous solution more slowly than the discrete state
and adjoint variables at the grid points. As a result, a better approximation to
the continuous optimal control is obtained from ana posterioricomputation
involving the computed discrete state and adjoint variables.

The analysis exploits the tree-based expansions and order conditions de-
veloped by Butcher [8] for ordinary differential equations, and a transforma-
tion of the first-order necessary conditions for the discrete control problem
presented by the author in [31]. This transformation leads to a Runge-Kutta
scheme for the adjoint (costate) equation in the optimal control problem
which is often different from the original Runge-Kutta discretization of the
state equation. This discrepancy between the state and costate discretiza-
tions leads to additional conditions that the coefficients of the Runge-Kutta
scheme must satisfy to achieve third or fourth-order accuracy in the control
context. This local order-of-accuracy analysis can be extended to anL∞
error bound using previously developed theory (see [35], [20], and [22]). In
a companion paper [24] it is shown for second-order Runge-Kutta schemes,
the positivity restriction for the coefficients in the final stage can be removed
through a reduction in the dimension of the discrete control space. Some of
the earlier work on discrete approximations to problems in optimal control
includes the following papers and books: [4]–[7], [9]–[22], [28], [30]–[32],
[35]–[37], [41]–[47], [49], and [50].

The paper is organized in the following way: Section 2 presents the
Runge-Kutta discretization and the main theorem for unconstrained control
problems. Section 3 derives the transformed adjoint system, and relates it
both to the continuous adjoint equation and to the original discretization.
Section 4 analyzes the order of approximation of Runge-Kutta discretiza-
tions of optimal control problems. This analysis is local in nature and in-
volves conditions that the Runge-Kutta coefficients must satisfy so that the
Taylor expansion of the discrete and the continuous problem match to a given
order. Section 5 uses the abstract framework in [22, Thm. 3.1] to convert
the local analysis into anL∞ error estimate for the solution to the discrete
problem. Section 6 gives specific illustrations of the theory, and proves that
a 4-stage explicit fourth-order Runge-Kutta scheme for differential equa-
tions yields a fourth-order discretization in optimal control. Finally, Sect. 7
analyzes the effect of control constraints.

2. The problem and its discretization

We consider the following optimal control problem:

minimize C(x(1))(1)
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subject tox′(t) = f(x(t),u(t)), u(t) ∈ U, a. e.t ∈ [0, 1],

x(0) = a, x ∈ W 1,∞, u ∈ L∞,

where the statex(t) ∈ Rn, x′ stands for d
dtx, the controlu(t) ∈ Rm,

f : Rn × Rm �→ Rn, C : Rn �→ R, andU ⊂ Rm is closed and convex.
Throughout the paper,Lp(Rn) denotes the usual Lebesgue space of

measurable functionsx : [0, 1] �→ Rn with |x(·)|p integrable, equipped
with its standard norm

‖x‖Lp =
(∫ 1

0
|x(t)|pdt

)1/p

,

where| · | is the Euclidean norm. Of course,p = ∞ corresponds to the space
of essentially bounded, measurable functions equipped with the essential
supremum norm. Further,Wm,p(Rn) is the Sobolev space consisting of
vector-valued measurable functionsx : [0, 1] �→ Rn whosej-th derivative
lies inLp for all 0 ≤ j ≤ m with the norm

‖x‖W m,p =
m∑

j=0

‖x(j)‖Lp .

When the rangeRn is clear from context, it is omitted. Throughout,c is a
generic constant, that has different values in different relations, and which
is independent of time and the mesh spacing in the approximating problem.
The transpose of a matrixA is AT, andBa(x) is the closed ball centered
atx with radiusa.

We now present the assumptions that are employed in our analysis of
Runge-Kutta discretizations of (1). The first assumption is related to the
regularity of the solution and the problem functions.

Smoothness.For some integerκ ≥ 2, the problem(1) has a local solution
(x∗,u∗) which lies inW κ,∞ × W κ−1,∞. There exists an open setΩ ⊂
Rn × Rm andρ > 0 such thatBρ(x∗(t),u∗(t)) ⊂ Ω for everyt ∈ [0, 1],
the firstκ derivatives off are Lipschitz continuous inΩ, and the firstκ
derivative ofC are Lipschitz continuous inBρ(x∗(1)).

Under this assumption, there exists an associated Lagrange multiplier
ψ∗ ∈ W κ,∞ for which the following form of the first-order optimality
conditions (minimum principle) is satisfied at(x∗,ψ∗,u∗):

x′(t) = f(x(t),u(t)) for all t ∈ [0, 1], x(0) = a,(2)

ψ′(t) = −∇xH(x(t),ψ(t),u(t)) for all t ∈ [0, 1],(3)

ψ(1) = ∇C(x(1)),
u(t) ∈ U, −∇uH(x(t),ψ(t),u(t)) ∈ NU (u(t)) for all t ∈ [0, 1].(4)



250 W.W. Hager

HereH is the Hamiltonian defined by

H(x,ψ,u) = ψf(x,u),(5)

whereψ is a row vector inRn. The normal cone mappingNU is the fol-
lowing: For anyu ∈ U ,

NU (u) = {w ∈ Rm : wT(v − u) ≤ 0 for all v ∈ U}.
Let us define the following matrices:

A(t) = ∇xf(x∗(t),u∗(t)), B(t) = ∇uf(x∗(t),u∗(t)), V = ∇C(x∗(1)),

Q(t) = ∇xxH(w∗(t)), R(t) = ∇uuH(w∗(t)), S(t) = ∇xuH(w∗(t)),

wherew∗ = (x∗,ψ∗,u∗). Let B be the quadratic form defined by

B(x,u) = 1
2

(
x(1)TVx(1) + 〈x,Qx〉 + 〈u,Ru〉 + 2〈x,Su〉

)
,

where〈·, ·〉 denotes the usualL2 inner product. Our second assumption is a
growth condition:

Coercivity. There exists a constantα > 0 such that

B(x,u) ≥ α‖u‖2
L2 for all (x,u) ∈ M,

where

M = {(x,u) : x ∈ W 1,2,u ∈ L2, ẋ = Ax + Bu,

x(0) = 0, u(t) ∈ U − U a. e.t ∈ [0, 1]}.

Coercivity is a strong form of a second-order sufficient optimality condi-
tion in the sense that it implies not only strict local optimality, but also
Lipschitzian dependence of the solution and multipliers with respect to pa-
rameters (see [20], [23], [21]). For recent work on second-order sufficient
conditions, see [26] and [51].

We consider the discrete approximation to this continuous problem that is
obtained by solving the differential equation using a Runge-Kutta integration
scheme. For convenience, we consider a uniform mesh of widthh = 1/N
whereN is a natural number, and we letxk denote the approximation to
x(tk) wheretk = kh. An s-stage Runge-Kutta scheme [8] with coefficients
aij andbi, 1 ≤ i, j ≤ s, is given by

x′
k =

s∑
i=1

bif(yi,uki),(6)



Runge-Kutta methods in optimal control and the transformed adjoint system 251

where

yi = xk + h

s∑
j=1

aijf(yj ,ukj), 1 ≤ i ≤ s,(7)

and prime denotes, in this discrete context, the forward divided difference:

x′
k =

xk+1 − xk

h
.

In (6) and (7),yj andukj are the intermediate state and control variables on
the interval[tk, tk+1]. The dependence of the intermediate state variables on
k is not explicit in our notation even though these variables have different
values on different intervals.

With this notation, the discrete control problem is the following:

minimize C(xN )(8)

subject tox′
k =

∑s
i=1 bif(yi,uki), x0 = a, uki ∈ U,

yi = xk + h
∑s

j=1 aijf(yj ,ukj),

1 ≤ i ≤ s, 0 ≤ k ≤ N − 1.

For xk nearx∗(tk) andukj , 1 ≤ j ≤ s, nearu∗(tk), it follows from
Smoothness and the implicit function theorem that whenh is small enough,
the intermediate variablesyi in (7) are uniquely determined. More precisely,
the following holds (for example, see [8, Thm. 303A] and [1, Thm. 13.7] or
[29, Thm. 10.8]):

StateUniquenessProperty.Thereexist positiveconstantsγ andβ ≤ ρsuch
that wheneverh ≤ γ and (x,uj) ∈ Bβ(x∗(t),u∗(t)) for somet ∈ [0, 1],
j = 1, · · · , s, the system of equations

yi = x + h

s∑
j=1

aijf(yj ,uj), 1 ≤ i ≤ s,(9)

has a unique solutionyi ∈ Bρ(x∗(t),u∗(t)), 1 ≤ i ≤ s. If y(x,u) denotes
the solution of(9) associated with given(x,u) ∈ Rn ×Rsm, theny(x,u)
is κ times continuously differentiable inx andu.

Let fh : Rn × Rsm �→ Rn be defined by

fh(x,u) =
s∑

i=1

bif(yi(x,u),ui).

In other words,

fh(x,u) =
s∑

i=1

bif(yi,ui),
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Table 1. Order of a Runge-Kutta discretization for optimal control

Order Conditions (ci =
∑s

j=1 aij , dj =
∑s

i=1 biaij)
1

∑
bi = 1

2
∑

di = 1
2

3
∑

cidi = 1
6 ,

∑
bic

2
i = 1

3 ,
∑

d2
i /bi = 1

3

4
∑

bic
3
i = 1

4 ,
∑

biciaijcj = 1
8 ,

∑
dic

2
i = 1

12 ,
∑

diaijcj = 1
24 ,

∑
cid

2
i /bi = 1

12 ,
∑

d3
i /b2

i = 1
4 ,

∑
biciaijdj/bj = 5

24 ,
∑

diaijdj/bj = 1
8

wherey is the solution of (9) given by the state uniqueness property and
u = (u1,u2, · · · ,us) ∈ Rsm. The corresponding discrete Hamiltonian
Hh : Rn × Rn × Rsm �→ R is defined by

Hh(x,ψ,u) = ψfh(x,u).

We consider the following version of the first-order necessary optimality
conditions associated with (8) (see [3]):

x′
k = fh(xk,uk), x0 = a,(10)

ψ′
k = −∇xH

h(xk,ψk+1,uk), ψN = ∇C(xN ),(11)

uki ∈ U, −∇uiH
h(xk,ψk+1,uk) ∈ NU (uki), 1 ≤ i ≤ s,(12)

whereψk ∈ Rn, 0 ≤ k ≤ N − 1. Hereuk ∈ Rms is the entire discrete
control vector at time levelk:

uk = (uk1,uk2, · · · ,uks) ∈ Rms.

Throughout the paper, the indexk refers to the time level in the discrete
problem, whileui anduj ∈ Rm denote components of the vectoru ∈ Rsm

Our estimate for the error in the discrete approximation to the control
problem depends both on the smoothness of the solution to the continuous
problem and on the order-of-accuracy of the Runge-Kutta scheme used for
the discretization. In Table 1 we give the order conditions for Runge-Kutta
discretizations of control problems. The conditions for any given order are
those listed in Table 1 for that specific order along with those for all lower
orders. We employ the following summation convention:

SummationConvention.If an index range does not appear on a summation
sign, then the summation is over each index, taking values from1 to s.
This deviates slightly from the usual Einstein summation notation in which
only repeated indices are summed over.

Notice that the order conditions of Table 1 are not the usual order condi-
tions [8, p. 170] associated with a Runge-Kutta discretization of a differential
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Table 2. Order of a Runge-Kutta discretization for differential equations

Order Conditions (ci =
∑s

j=1 aij , dj =
∑s

i=1 biaij)
1

∑
bi = 1

2
∑

di = 1
2

3
∑

cidi = 1
6 ,

∑
bic

2
i = 1

3

4
∑

bic
3
i = 1

4 ,
∑

biciaijcj = 1
8 ,

∑
dic

2
i = 1

12 ,
∑

diaijcj = 1
24

equation. For orders up to 4, these conditions appear in Table 2. Through
order 2, the conditions in Tables 1 and 2 are identical. At order 3, one new
condition emerges in the control context, and at order 4, four new conditions
emerge.

Our main result is formulated in terms of the averaged modulus of
smoothness of the optimal control. IfJ is an interval andv : J �→ Rn,
let ω(v, J ; t, h) denote the the modulus of continuity:

ω(v, J ; t, h) = sup{|v(s1) − v(s2)| : s1, s2 ∈ [t− h/2, t+ h/2] ∩ J}.
(13)

The averaged modulus of smoothnessτ of v over[0, 1] is the integral of the
modulus of continuity:

τ(v;h) =
∫ 1

0
ω(v, [0, 1]; t, h) dt.

It is shown in [48, Sect. 1.3] thatlimh→0 τ(v;h) = 0 if and only if v is
Riemann integrable, andτ(v;h) ≤ ch if v has bounded variation. Our main
result is stated below in the context of unconstrained control problems, while
the generalization to constrained problems is given in Sect. 7.

Theorem 2.1.If Smoothness and Coercivity hold,bi > 0 for eachi, the
Runge-Kutta scheme is of orderκ for optimal control, andU = Rm, then
for all sufficiently small h, there exists a strict local minimizer(xh,uh) of
the discrete optimal control problem(8) and an associated adjoint variable
ψh satisfying(11) and(12) such that

max
0≤k≤N

|xh
k − x∗(tk)| + |ψh

k −ψ∗(tk)| + |u(xh
k ,ψ

h
k) − u∗(tk)|

≤ chκ−1
(
h+ τ(

dκ−1

dtκ−1u
∗;h)

)
,(14)

whereu(xh
k ,ψ

h
k) is a local minimizer of the Hamiltonian(5) corresponding

to x = xk andψ = ψk.
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Remark 2.2.Note that the estimate for the error in the discrete control in
(14) is expressed in terms ofu(xh

k ,ψ
h
k) notuh

k . For Runge-Kutta schemes
of third or fourth order, the error in the discrete controlsuh

kj may be one or

more orders larger than the error in the control approximationu(xh
k ,ψ

h
k)

obtained by minimization of the Hamiltonian using the discrete state/costate
pair. On the other hand, the control approximation obtained by minimization
of the Hamiltonian has the same order of accuracy as that of the discrete
state and costate.

3. The transformed adjoint system

We now rewrite the first-order conditions (10)–(12) in a way that is better
suited for analysis and computation. Suppose that a multiplierλi is intro-
duced for thei-th intermediate equation (7) in addition to the multiplier
ψk+1 for the equation (6). Taking into account these additional multipliers,
the first-order necessary conditions are the following:

ψk −ψk+1 =
s∑

i=1

λi, ψN = ∇C(xN ),(15)

h(bjψk+1 +
s∑

i=1

aijλi)∇xf(yj ,ukj) = λj ,(16)

ukj ∈ U, −(bjψk+1 +
s∑

i=1

aijλi)∇uf(yj ,ukj) ∈ NU (ukj),(17)

1 ≤ j ≤ s and0 ≤ k ≤ N − 1. Here and elsewhere the dual multipliers are
treated as row vectors.

In the case thatbj > 0 for eachj, we now reformulate the first-order
conditions in terms of the variablesχj defined by

χj = ψk+1 +
s∑

i=1

aij

bj
λi, 1 ≤ j ≤ s.(18)

With this definition, (16) reduces to

hbjχj∇xf(yj ,ukj) = λj .(19)

Multiplying (19) byaji/bi, summing overj, and substituting from (18), we
have

h

s∑
j=1

bjaji

bi
χj∇xf(yj ,ukj) =

s∑
j=1

aji

bi
λj = χi −ψk+1.(20)
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Summing (19) overj and utilizing (15) gives

h

s∑
j=1

bjχj∇xf(yj ,ukj) =
s∑

j=1

λj = ψk −ψk+1.(21)

Finally, substituting (18) in (17) yields

ukj ∈ U, −bjχj∇uf(yj ,ukj) ∈ NU (ukj), 1 ≤ j ≤ s.(22)

SinceNU is a cone, the positive factorbj in (22) can be removed and equa-
tions (20)–(22) yield the transformed first-order system:

ψk = ψk+1 + h

s∑
i=1

biχi∇xf(yi,uki), ψN = ∇C(xN ),(23)

χi = ψk+1 + h

s∑
j=1

bjaji

bi
χj∇xf(yj ,ukj),(24)

uki ∈ U, −χi∇uf(yi,uki) ∈ NU (uki),(25)

1 ≤ i ≤ s and0 ≤ k ≤ N − 1.
Observe that conditions (23) and (24) are in essence a Runge-Kutta

scheme applied to the continuous adjoint equation (4). Although the adjoint
Runge Kutta scheme is generally not the same as the scheme (6) and (7) for
the state equation, it is observed in [31] that some common Runge-Kutta
schemes are symmetric in the sense that the state and adjoint schemes are
the same.

Proposition 3.1.If bj > 0 for eachj, then the first-order system(15)–(17)
and the transformed first-order system(23)–(25) are equivalent. That is, if
λ1, · · · , λs satisfy(15)–(17), then(23)–(25) hold forχj defined in(18).
Conversely, ifχ1, · · · , χs satisfy(23)–(25), then(15)–(17) hold for λj

defined in(19).
Proof. We already derived the transformed first-order conditions starting
from the original first-order conditions. Now suppose thatχ1, · · · , χs

satisfy the transformed conditions (23)–(25). Summing overj in (19), and
utilizing (23) yields (15). To verify (16) and (17), we substitute forλi using
(19) to obtain

bjψk+1 +
s∑

i=1

aijλi = bjψk+1 + h

s∑
i=1

biaijχi∇xf(yi,uki)

= bjψk+1 + hbj

s∑
i=1

aijbi
bj
χi∇xf(yj ,ukj)

= bjχj ,(26)
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where the last line comes from (24). Multiplying (26) on the right by
∇xf(yj ,ukj) and substituting from (19) gives (16). Multiplying (26) on
the right by∇uf(yj ,ukj) and utilizing (25) yields (17). ��
Remark 3.2.Letu ∈ RsmN denote the vector of intermediate control values
for the entire interval[0, 1], and letC(u) denote the valueC(xN ) for the
discrete cost function associated with these controls. The transformed first-
order system (23)–(25) provides a convenient way to compute the gradient
of the discrete cost function (8). In particular, as seen in [37],

∇ukj
C(u) = hbjχj∇uf(yj ,ukj)(27)

where the intermediate values for the discrete state and costate variables are
gotten by first solving the discrete state equations (6) and (7), fork = 0, 1,
· · · , N − 1, using the given values for the controls, and then using these
computed values for both the state and intermediate variables in (23) and
(24) when computing the values of the discrete costate fork = N−1,N−2,
· · · , 0. Thus the discrete state equation is solved by marching forward from
k = 0 while the discrete costate equation is solved by marching backward
from k = N − 1.

We now observe that the multiplierψk gotten by solving (24) forχ
and substituting into (23) is identical to the multiplier gotten from (11).
Moreover, the condition (25) involvingχj satisfying (24) is equivalent to
the condition (12).

Proposition 3.3.Suppose that

(xk,ukj) ∈ Bβ(x∗(tk),u∗(tk)), 1 ≤ j ≤ s,

and fory = y(xk,uk), letM be thes× s block matrix whose(i, j) block
is then × n matrix aij∇xf(yj ,ukj). If h is small enough thatI − hM is
invertible, then there exists a solutionχ1, · · · , χs to (24), and we have

∇xH
h(xk,ψk+1,uk) =

s∑
i=1

biχi∇xf(yi,uki) =
s∑

i=1

bi∇xH(yi,χi,uki)

(28)
and

∇ujH
h(xk,ψk+1,uk) = bjχj∇uf(yj ,ukj)

= bj∇uH(yj ,χj ,ukj).(29)

Proof.Our approach is to obtain identities in the vectorλ which are then
converted to identities inχ. Equation (16) has the form

λM = hψk+1C,
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whereC is the1 × s block matrix whosej-th element isbj∇xf(yj ,ukj).
Using the implicit function theorem and differentiating the solutiony of (9)
with respect tox and evaluating at(xk,uk), we obtain a relation of the form

M∇xy = D or ∇xy = M−1D,(30)

whereD is thes × 1 block matrix with each element ann × n identity
matrix I. Utilizing (11) and (30), we have

∇xH
h(xk,ψk+1,uk) = ψk+1

s∑
i=1

bi∇xf(yi,uki)∇xyi

= ψk+1C∇xy = ψk+1CM−1D

=
1
h
λD =

1
h

∑
λi.(31)

Since (16) has a (unique) solution, it follows from Proposition 3.1 that (24)
has a solution, and ifχ is a solution, then the unique solution to (16) is given
byλj = hbjχj∇xf(yj ,ukj). With this substitution in (31), we obtain (28).

Now consider the second relation (29). Differentiating (9) with respect
touj and evaluating at(xk,uk), we obtain the relationM∇ujy = hDj∇uf
(yj ,ukj) whereDj is thes× 1 block matrix whosei-th element isaijI. In
terms of the matrixC introduced above, we have

∇ujH
h(xk,ψk+1,uk) = ψk+1

(
bj∇uf(yj ,ukj)

+
s∑

i=1

bi∇xf(yi,uki)∇ujyi

)

= ψk+1

(
bj∇uf(yj ,ukj) + C∇ujy

)

= ψk+1

(
bjI + hCM−1Dj

)
∇uf(yj ,ukj)

=
(
bjψk+1 + λDj

)
∇uf(yj ,ukj)

=
(
bjψk+1 +

s∑
i=1

aijλi

)
∇uf(yj ,ukj)

= bjχj∇uf(yj ,ukj).

This completes the proof.��
Since the boundary conditions forψN are the same in both (11) and

(15), it follows from (28) that whenh is sufficiently small and(xk,ukj) ∈
Bβ(x∗(tk),u∗(tk)) for eachj andk, then theψk given by (11) and by
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(23)–(24) are the same. Moreover, the control gradient satisfies (12) if and
only if the following relation holds in the transformed variables:

uki ∈ U, −∇uH(yi,χi,uki) ∈ NU (uki), 1 ≤ i ≤ s.

The transformed discrete costate equations (23)–(24) march backwards
in time while the discrete state equations (6)–(7) march forwards in time. To
facilitate the error analysis, we now reverse the order of time in the costate
equation. That is, we solve forψk+1 in (23) and substitute in (24) to obtain
the following forward marching scheme:

ψk+1 = ψk − h

s∑
i=1

biχi∇xf(yi,uki),(32)

χi = ψk − h

s∑
j=1

āijχj∇xf(yj ,ukj), āij =
bibj − bjaji

bi
.(33)

We will now remove the control from the state equation and the trans-
formed adjoint equation by use of the minimum principle. As noted in [27]
or [23, Lem. 2], Coercivity implies that

vTR(t)v ≥ α|v|2 for all v ∈ U − U and t ∈ [0, 1].(34)

It follows by Smoothness and [33, Thm. 4.1] that the Hamiltonian has a
locally unique minimizer in the control and the following property holds:

Control Uniqueness Property.There exist positive constantsβ andσ, both
smaller thanρ, such that whenever(x,ψ) ∈ Bβ(x∗(t),ψ∗(t)) for some
t ∈ [0, 1], the problem

min
u∈Bσ(u∗(t))

H(x,ψ,u)(35)

has a unique solution denotedu(x,ψ) depending Lipschitz continuously
onx andψ. Moreover, ifU = Rm, then (by the implicit function theorem)
u(x,ψ) is κ− 1 times Lipschitz continuously differentiable inx andψ.

By the control uniqueness property, if(x,ψ) is sufficiently close to(x∗(tk),
ψ∗(tk)), there exists a locally unique minimizeru = u(x,ψ) of the Hamil-
tonian in (35). Focusing on the situation where the control is uniquely de-
termined by(x,ψ) through minimization of the Hamiltonian, letφ denote
the function defined by

φ(x,ψ) = −∇xH(x,u,ψ)|u=u(x,ψ) .

And with some abuse of notation, letf(x,ψ) denote the functionf(x,
u(x,ψ)). In the case where the control has the special formukj = u(yj ,
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χj), the Runge-Kutta discretization (6)–(7), coupled with the transformed,
time reversed costate equations (32)–(33), can be expressed:

xk+1 = xk + h

s∑
i=1

bif(yi,χi), x0 = a,(36)

ψk+1 = ψk + h

s∑
i=1

biφ(yi,χi), ψN = ∇C(xN ),(37)

yi = xk + h

s∑
j=1

aijf(yj ,χj),(38)

χi = ψk + h

s∑
j=1

āijφ(yj ,χj),(39)

whereāij is defined in (33).
Sinceu(x,ψ) depends Lipschitz continuously onx nearx∗(t) andψ

nearψ∗(t), for anyt ∈ [0, 1], we have the following uniqueness property,
analogous to the state uniqueness property:

Costate Uniqueness Property.There exist positive constantsγ andβ ≤ ρ
such that wheneverh ≤ γ and (x,ψ) ∈ Bβ(x∗(t),ψ∗(t)) for somet ∈
[0, 1], the system of equations

yi = x + h

s∑
j=1

aijf(yj ,χj),(40)

χi = ψ + h

s∑
j=1

āijφ(yj ,χj),(41)

hasauniquesolution(yi,χi) ∈ Bρ(x∗(t),ψ∗(t)),1 ≤ i ≤ s. The functions
f andφ are Lipschitz continuous inBβ(x∗(t),ψ∗(t)) for eacht ∈ [0, 1].
Moreover, ifU = Rm, thenf andφ areκ− 1 times Lipschitz continuously
differentiable inBβ(x∗(t),ψ∗(t)).

The scheme (36)–(39) can be viewed as a discretization of the following
two-point boundary-value problem:

x′(t) = f(x(t),ψ(t)), x(0) = a,(42)

ψ′(t) = φ(x(t),ψ(t)), ψ(1) = ∇C(x(1)).(43)

This two-point boundary-value problem is gotten by substituting in (2)–(4)
the control obtained by solving (4) foru(t) in terms of(x(t),ψ(t)).
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4. Order of approximation

Butcher [8] has devised an elegant theory for determining the order of ac-
curacy of a Runge-Kutta integration scheme for a differential equation. If
the continuous solution to the differential equation is substituted into the
discrete equations, the residual isO(hk) wherek can be determined by
checking the order conditions in Table 2. The theory developed by Butcher
does not apply to the discretization (36)–(39) since the coefficientāij for the
costate equation, given in (33), may not match the coefficientaij of the state
equation. In this section, we carry out an order analysis analogous to that of
Butcher, but in the context of the special discretization (36)–(39) connected
with optimal control. Conceptually, our approach applies to schemes of any
order, however, the particular results that we present are for schemes of order
less than 5.

Let z andg denote the following pairs:

z =

(
x
ψ

)
, g =

(
f
φ

)
.

With this notation, the differential equation (42)–(43) has the formz′ =
g(z). There are two facets to Butcher’s analysis. First, there is a tree-based
formulation for the Taylor expansion ofz. Restricting the expansion to terms
up to fourth order, [8, Thm. 302D] yields:

z(tk+1) = z(tk) + gh+
1
2
g′gh2 +

1
6

(
g′′g2 + g′g′g

)
h3

+
1
24

(
g′′′g3 + 3g′′gg′g + g′g′′g2 + (g′)3g

)
h4
∣∣∣∣
z(tk)

+O(h5).(44)

In this expansion,g and its derivatives are all evaluated atz(tk), and the
various derivatives should be viewed in an operator context. That is, the first
derivativeg′ of g operates on a vector to give a vector. Of course, the first
derivative of a vector-valued function corresponds to the Jacobian matrix
and the operationg′g corresponds to multiplying the Jacobian matrix by the
vectorg. The second derivativeg′′ operates on a pair of vector to yield a
vector; hence, the 4-th order termg′g′′g2 means that the second derivative
operates on the pair of vectors(g,g) to give a vector which is acted on by
g′.

The expansion (44) is the standard Taylor expansion forz(t) around
t = tk:

z(tk+1) = z(tk) + z′(tk)h+
1
2
z′′(tk)h2

+ · · · +
1
j!

z(j)(tk)hj +
1
j!

∫ tk+1

tk

(t− tk)jz(j+1)(t) dt.(45)
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In (44) the various derivatives ofz are replaced by their equivalent repre-
sentation in terms ofg and its derivatives. In Theorem 302D, Butcher uses
the integral form for the remainder term shown above. However, in optimal
control, where the solutions may have limited smoothness, it is better to
modify the expansion in the following way:

z(tk+1) = z(tk) + z′(tk)h+
1
2
z′′(tk)h2

+ · · · +
1
j!

z(j)(tk)hj +
1

(j − 1)!

∫ tk+1

tk

×(t− tk)j−1(z(j)(t) − z(j)(tk)) dt.(46)

This form is gotten by stopping one term earlier in the Taylor series, and
then adding and subtracting thez(j)(tk) term under the integral sign. The
polynomials inh appearing in (45) and (46) are identical, the expansions
only differ in the form of the remainder term. The remainder term in (46)
involves one less derivative ofz than that in (45).

The second facet of Butcher’s analysis is an analogous expansion for the
next Runge-Kutta iteratezk+1 in terms of the current iteratezk. For given
values ofxk andψk, the solutionyi andχi to (38) and (39) are functions
of h that we denoteyi(h) andχi(h). Letxk+1(h) andψk+1(h) denote the
valuesxk+1 andψk+1 obtained by substitutingyi = yi(h) andχi = χi(h)
in (36) and (37), and letζ(h) be the vector of length2n(s+ 1) given by

ζi(h) =

(
yi(h)
χi(h)

)
, 1 ≤ i ≤ s, ζs+1(h) =

(
xk+1(h)
ψk+1(h)

)
.

With this notation, the system (36)–(39) can be expressed

ζ(h) = ζ(0) + hG(ζ(h)),

where

Gi(ζ) =

(∑s
j=1 aijf(ζj)∑s
j=1 āijφ(ζj)

)
, 1 ≤ i ≤ s+ 1,

with the convention that

as+1,j = ās+1,j = bj , 1 ≤ j ≤ s.(47)

Expandingζ(h) in a Taylor series aroundh = 0, Butcher’s result [8, Thm
303C] yields

ζ(h) = ζ(0) + Gh+
1
2
(2G′G)h2

1
6

(
3G′′G2 + 6G′G′G

)
h3
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+
1
24

(
4G′′′G3 + 24G′′GG′G + 12G′G′′G2

+ 24(G′)3G
)
h4
∣∣∣∣
ζ(0)

+O(h5).(48)

HereG and its derivatives are all evaluated atζ(0) where

ζi(0) = zk =

(
xk

ψk

)
, 1 ≤ i ≤ s+ 1.

The error that results from stopping the Taylor expansion (48) at any term
is again given by an integral as in either (45) or (46), but withz replaced by
ζ and with the integration performed overh instead oft. (Note that in [8],
Butcher utilizes a different representation for the error in the Taylor series
for ζ, while here we utilize the integral representation appearing in (46)).

We say that the Runge-Kutta scheme (36)–(39) for the system (42)–(43)
is of orderν if the expansion (44) and the(s+1)-st componentζs+1(h) in
the expansion (48) agree through terms of orderhν whenf andφ have the
necessary derivatives andzk = z(tk).
Theorem 4.1.For ν = 1, 2, 3, or 4, the Runge-Kutta scheme(36)–(39) is
of orderν if the conditions of Table1 are satisfied.

Proof.Throughout the proof, no arguments are given for functions, which
are all evaluated atzk. Also, we define

c̄i =
s∑

j=1

āij , 1 ≤ i ≤ s+ 1.

Due to the convention (47),cs+1 = c̄s+1 =
∑

bi. SinceGs+1 =
∑

big,
we see immediately that if the order 1 condition of Table 1 holds, then the
expansion (44) matches the corresponding term in (48) to first order.

By the definition ofc in Table 1, we have

Gi =

(
cif
c̄iφ

)
cif0 + c̄iφ0, where f0 =

(
f
0

)
,

φ0 =

(
0
φ

)
.(49)

The derivative ofG can be viewed as a block matrix with the following
elements:

(G′
i)j = aijf ′

0 + āijφ
′
0, (G′

s+1)j = bjg′.
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Hence, we have

G′
s+1G =

s∑
i=1

(G′
s+1)iGi

=
∑

big′(cif0 + c̄iφ0).(50)

On the other hand, the corresponding term in the expansion (45) is

1
2
g′g =

1
2
g′(f0 + φ0).

This term is identical to (50) if

∑
bici =

1
2
=
∑

bic̄i.(51)

The first equality is already contained in Table 1. For the second equality,
we use the definition of̄aij to obtain the identity

c̄i =
s∑

j=1

bibj − bjaji

bi
= 1 −

s∑
j=1

bjaji

bi
= 1 − di/bi.(52)

Hence, by the conditions in Table 1 for orders 1 and 2, we have

∑
bic̄i =

∑
bi − di =

1
2
,

which establishes the second equality in (51). Consequently, the second-
order conditions of Table 1 imply that the Runge-Kutta scheme is second-
order accurate for optimal control.

Now consider the third-order conditions. Due to the structure ofGi, any
mixed derivative vanishes:

∂Gi

∂ζj∂ζk
= 0 for all j �= k.

As a result, the derivatives have a very special structure. In particular, for
the second derivative, we have

G′′
i (v,w) =

s∑
j=1

aijf ′′
0 (vj ,wj) +

s∑
j=1

āijφ
′′
0(vj ,wj), 1 ≤ i ≤ s+ 1.

In the special casei = s+ 1, this reduces to

G′′
s+1(v,w) =

s∑
i=1

big′′(vi,wi).
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Utilizing (49), we have

G′′
s+1(G,G) =

∑
big′′(cif0 + c̄iφ0)

2.

This is equal to the corresponding term in (44) if the following conditions
hold:

1
3
=
∑

bic
2
i =

∑
bicic̄i =

∑
bic̄

2
i .(53)

The first equality is contained in Table 1. For the second equality, we utilize
the relation (52) and Table 1 to obtain

∑
bicic̄i =

∑
ci(bi − di) =

∑
di − cidi =

1
3
.

For the third equality in (53), observe that

∑
bic̄

2
i =

∑
(bi − di)2/bi =

∑
bi − 2di + d2

i /bi =
1
3
,

which completes the proof of (53).
The final third-order term coming from (48) is

G′
s+1G

′G =
∑

big′(aijf ′
0 + āijφ

′
0)(cjf0 + c̄jφ0).

This term is equal to the corresponding term in (44) if the following condi-
tions hold:

1
6
=
∑

biaijcj =
∑

biaij c̄j =
∑

biāijcj =
∑

biāij c̄j .

The first equality is contained in Table 1. For the second equality, Table 1
and (52) yield

∑
biaij c̄j =

∑
dj(1 − dj/bj) =

1
6
.

For the third equality, we have

∑
biāijcj =

∑
(bibj − bjaji)cj =

∑
bjcj − bjc

2
j =

1
6
.

And for the fourth equality,

∑
biāij c̄j =

∑
(bibj − bjaji)(1 − dj/bj) =

∑
(1 − cj)(bj − dj) =

1
6
.

At this point, we have checked the conditions of Table 1 up to third order.
Observe that the conditions that need to be checked at each order correspond
to all the ways of distributing bars on the various factors that appear in the
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order conditions of Table 2. For example, the condition
∑

bic
3
i = 1

4 in Table
2 will expand into the following set of relations:

1
4
=
∑

bic
3
i =

∑
bic

2
i c̄i =

∑
bicic̄

2
i =

∑
bic̄

3
i .

Altogether there are 26 separate conditions that must be satisfied to achieve
fourth order accuracy, and besides the original 4 conditions in Table 2, 4
new conditions emerge in Table 1. We now check each of the 26 conditions
associated with a fourth order scheme. There are 4 different terms that need
to be checked, denoted 1, 2, 3, 4 below. The various ways of arranging the
bars are denoted 1a, 1b,· · · , 4g.

1.
∑

bic
3
i = 1

4 (in Table 1)

1a.
∑

bic
2
i c̄i =

∑
c2i (bi − di) = 1

4

1b.
∑

bicic̄
2
i =

∑
ci(bi − di)2/bi =

∑
cibi − 2cidi + cid

2
i /bi =

1
4

1c.
∑

bic̄
3
i =

∑
(bi − di)3/b2i =

∑
bi − 3di + 3d2

i /bi − d3
i /b

2
i = 1

4

2.
∑

biciaijcj = 1
8 (in Table 1)

2a.
∑

bic̄iaijcj =
∑

(bi − di)aijcj

=
∑

djcj − diaijcj = 1
8

2b.
∑

biciāijcj =
∑

ci(bibj − bjaji)cj

= (
∑

cibi)
2 −∑ biciaijcj = 1

8

2c.
∑

biciaij c̄j =
∑

biciaij(1 − dj/bj)

=
∑

bic
2
i − biciaijdj/bj = 1

8

2d.
∑

bic̄iāijcj =
∑

(bi − di)bj(bi − aji)cj/bi

=
∑

(bi − di)bjcj − bjajicj + bjdiajicj/bi

= 1
4 +

∑
biciaijdj/bj − bjc

2
j = 1

8

2e.
∑

bic̄iaij c̄j =
∑

(bi − di)aij(bj − dj)/bj

=
∑

di − cidi − d2
i /bi + diaijdj/bj = 1

8

2f.
∑

biciāij c̄j =
∑

ci(bi − aji)(bj − dj)

=
∑

bici − cidi − bicidj + diaijcj = 1
8

2g.
∑

bic̄iāij c̄j = (bi − di)(bi − aji)(bj − dj)/bi

=
∑

(bi − di)(bj − dj)

−(bi − di)aji(bj − dj)/bi
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=
∑

bibj − 2di + didj

−aji(bj − dj) + diaji(bj − dj)/bi

=
∑

bibj − 3di + didj

+cidi + d2
i /bi − diaijdj/bj = 1

8

3.
∑

biaijc
2
j = 1

12 (in Table 1)

3a.
∑

biāijc
2
j =

∑
bj(bi − aji)c2j =

∑
bj(c2j − c3j ) =

1
12

3b.
∑

biaijcj c̄j =
∑

biaijcj(bj − dj)/bj

=
∑

cjdj − cjd
2
j/bj =

1
12

3c.
∑

biāijcj c̄j =
∑

bj ājicic̄i =
∑

(bj − aij)ci(bi − di)

=
∑

bici − cidi − bic
2
i + c2i di = 1

12

3d.
∑

biaij c̄
2
j =

∑
dj(bj − dj)2/b2j

=
∑

dj − 2d2
j/bj + d3

j/b
2
j = 1

12

3e.
∑

biāij c̄
2
j =
∑

bj ājic̄
2
i =

∑
(bj − aij)(bi − di)2/bi

=
∑

(1 − ci)(bi − di)2/bi

=
∑

(1 − ci)(bi − 2di + d2
i /bi) =

1
12

4.
∑

biaijajkck = 1
24 (in Table 1)

4a.
∑

biāijajkck =
∑

bj(bi − aji)ajkck =
∑

bj(1 − cj)ajkck

=
∑

ckdk − bjcjajkck = 1
24

4b.
∑

biaij ājkck =
∑

djbk(bj − akj)ck/bj

= djbkck − djbkakjck/bj = 1
24

4c.
∑

biaijajk c̄k =
∑

djajk(bk − dk)/bk

=
∑

cjdj − djajkdk/bk = 1
24

4d.
∑

biāij ājkck =
∑

bk(bi − aji)(bj − akj)ck

=
∑

bk(1 − cj)(bj − akj)ck

=
∑

bkck(bj − akj − bjcj + cjakj)

=
∑ 1

2bkck − bkc
2
k + bkckakjcj = 1

24

4e.
∑

biāijajk c̄k =
∑

bj(bi − aji)ajk(bk − dk)/bk
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=
∑

bjajk(1 − cj)(bk − dk)/bk

=
∑

bjajk(bk − dk − bkcj + cjdk)/bk

=
∑

dk − d2
k/bk − bjc

2
j + bjcjajkdk/bk = 1

24

4f.
∑

biaij ājk c̄k =
∑

dj(bj − akj)(bk − dk)/bj

=
∑

djbk − djdk − d2
j/bj + dkakjdj/bj = 1

24

4g.
∑

biāij ājk c̄k = (bi − aji)(bj − akj)(bk − dk)

= (1 − cj)(bj − akj)(bk − dk)

= (bj − akj)(bk − dk) − cj(bj − akj)(bk − dk)

= (1
2 − ck)(bk − dk) + akjcj(bk − dk) = 1

24

This completes the proof.��

5. Error estimate

Our proof of Theorem 2.1, as well as that of the constrained version in
Sect. 7, are based on the following abstract result.

Proposition 5.1. LetX be a Banach space and letY be a linear normed
space with the norm in both spaces denoted‖ · ‖. Let F : X �→ 2Y be
a set-valued map, letL : X �→ Y be a bounded, linear operator, and let
T : X �→ Y withT continuously Frech́et differentiable inBr(w∗) for some
w∗ ∈ X and r > 0. Suppose that the following conditions hold for some
δ ∈ Y and scalarsε, λ, andσ > 0:

(P1) T (w∗) + δ ∈ F(w∗).
(P2) ‖∇T (w) − L‖ ≤ ε for all w ∈ Br(w∗).
(P3) The map(F − L)−1 is single-valued and Lipschitz continuous in

Bσ(π), π = (T − L)(w∗), with Lipschitz constantλ.

If ελ < 1, εr ≤ σ, ‖δ‖ ≤ σ, and‖δ‖ ≤ (1 − λε)r/λ, then there exists
a uniquew ∈ Br(w∗) such thatT (w) ∈ F(w). Moreover, we have the
estimate

‖w − w∗‖ ≤ λ

1 − λε
‖δ‖.(54)

Proof.This result is obtained from [22, Thm. 3.1] by identifying the setΠ
of that theorem with the ballBσ(π). ��

In applying Proposition 5.1, we utilize discrete analogues of various
continuous spaces and norms. In particular, for a sequencez0, z1, · · · , zN
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whosei-th element is a vectorzi ∈ Rn, the discrete analogues of theLp

andL∞ norms are the following:

‖z‖Lp =

(
N∑

i=0

h|zi|p
)p

and ‖z‖L∞ = sup
0≤i≤N

|zi|.

With this notation, the spaceX in the discrete control problem is the discrete
L∞ space consisting of 3-tuplesw = (x,ψ,u) where

x = (a,x1,x2, · · · ,xN ), xk ∈ Rn,

ψ = (ψ0,ψ1,ψ2, · · · ,ψN ), ψk ∈ Rn,

u = (u0,u1,u2, · · · ,uN−1), uk ∈ Rsm.

The mappingsT andF of proposition 5.1 are selected in the following way:

T (x,ψ,u) =




x′
k − fh(xk,uk), 0 ≤ k ≤ N − 1

ψ′
k + ∇xH

h(xk,ψk+1,uk), 0 ≤ k ≤ N − 1

∇ujH
h(xk,ψk+1,uk), 1 ≤ j ≤ s, 0 ≤ k ≤ N − 1

ψN − ∇C(xN )




(55)
and

F(x,ψ,u) =




0
0

Πs
i=1NU (uki), 0 ≤ k ≤ N − 1

0


 .

The spaceY, associated with the four components ofT , is a space of 4-
tuples of finite sequences inL1 × L1 × L∞ × Rn. The reference pointw∗
is the sequence with elements

w∗
k = (x∗

k,ψ
∗
k,u

∗
k),

wherex∗
k = x∗(tk), ψ∗

k = ψ∗(tk), andu∗
ki = u(y∗

i ,χ
∗
i ). Herey∗

i andχ∗
i

are the solution to (40)–(41) corresponding tox = x∗(tk) andψ = ψ∗(tk).
Sinceu∗

ki is a solution to (35) associated withx = y∗
i andψ = χ∗

i , we have

uki ∈ U, −∇uH(yi,χi,uki) ∈ NU (uki).(56)

The operatorL is gotten by linearizing aroundw∗, evaluating all variables
on each interval at the grid point to the left, and dropping terms that vanish
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ath = 0. In particular, we chooseL(w) =

=




x′
k − Akxk − Bkukb, 0 ≤ k ≤ N − 1

ψ′
k +ψk+1Ak + (Qkxk + Skukb)T, 0 ≤ k ≤ N − 1

bj(uT
kjRk + xT

k Sk +ψk+1Bk), 1 ≤ j ≤ s, 0 ≤ k ≤ N − 1

ψN + VxN


 .

(57)

For these choices of the spaces and the functions, we now examine each
of the hypotheses of Proposition 5.1. First, in [24, Lem. 5.1] we show that
by Smoothness,

‖∇T (w) − L‖ ≤ ‖∇T (w) − L‖L∞ ≤ c(‖w − w∗‖ + h)(58)

for everyw ∈ Bβ(w∗), whereβ appears in the state uniqueness property.
Moreover, by Smoothness, Coercivity, and [24, Lem. 6.1], the map(F −
L)−1 is Lipschitz continuous with a Lipschitz constantλ independent ofh
for h sufficiently small. Thus we can takeσ = ∞ in Proposition 5.1.

To finish the analysis, we need an estimate for the distance fromT (w∗)
to F(w∗). In this section, we focus on the case whereU = Rm andF = 0,
while Sect. 7 shows how the analysis must be changed to handle control con-
straints. WhenF = 0, estimating the distance toF is equivalent to obtaining
an estimate for‖T (w∗)‖. By (4) we haveψ∗

N = ∇C(x∗
N ). Consequently,

the last component ofT (w∗) vanishes. By the identities (29) and (56), the
next-to-last component ofT (w∗) also vanishes. The first two components
of T (w∗) are estimated using the Taylor expansions of Sects. 4. Consistent
with the notation of Sect. 4, we define

z∗ =

(
x∗

ψ∗

)
and z∗

k =

(
x∗(tk)
ψ∗(tk)

)
.

Similarly,ζ∗(h) is the vector whose firsts components are pairs(y∗
i (h),χ

∗
i

(h)) satisfying (38) and (39) withxk = x∗
k andψk = ψ∗

k, and whose last
component is

ζ∗
s+1(h) = z∗

k + h

s∑
i=1

big(y∗
i (h),χ

∗
i (h)).

Using this notation and exploiting the identity (28) of Proposition 3.3, the
first two components ofT (w∗), evaluated at time levelk, can be expressed:(

x∗
k
′ − fh(x∗

k,u
∗
k)

ψ∗
k
′ + ∇xH

h(x∗
k,ψ

∗
k+1,u

∗
k)

)
=

1
h

(
z∗

k+1 − ζs+1(h)
)
.
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The order conditions of Table 1 were devised so that the terms in the
Taylor expansions (44) forz∗

k+1 and (48) forζ∗
s+1(h) match through order

κ, leaving us with integral remainder terms:

∣∣z∗
k+1 − ζs+1(h)

∣∣ ≤ chκ−1
(∫ tk+1

tk

|z∗(κ)(t) − z∗(κ)(tk)| dt

+
∫ h

0
|ζ∗

s+1
(κ)(t) − ζ∗

s+1
(κ)(0)| dt

)
.(59)

(Note that although we only assumedz∗(κ) lies inL∞, it follows from the
smoothness properties off and Control Uniqueness, thatz∗(κ) is continuous
whenU = Rm). By the chain rule, Smoothness, and Costate Uniqueness,
theκ-derivative ofz∗ can be written

z∗(κ)(t) = F(t)u∗(κ−1)(t) + H(t),

where bothFandHare Lipschitz continuous. Hence, for eacht ∈ [tk, tk+1],
we have

|z∗(κ)(t) − z∗(κ)(tk)| ≤ |(F(tk) − F(t))u∗(κ−1)(t)|
+|F(tk)(u∗(κ−1)(t) − u∗(κ−1)(tk))| + |H(tk) − H(t)|

≤ c(h+ ω(u∗(κ−1), [tk, tk+1]; t, 2h)).

After summing overk, we have

∑
h

∫ tk+1

tk

|z∗(κ)(t) − z∗(κ)(tk)| dt

≤ ch

(
h+

∑∫ tk+1

tk

ω(u∗(κ−1), [tk, tk+1]; t, 2h)] dt
)

≤ ch(h+ τ(u∗(κ−1); 2h))

≤ ch(h+ 2τ(u∗(κ−1);h)),

where the last inequality is found, for example, in [48, p. 11].
Now consider the last term in (59). By Costate Uniqueness, we know

that the equation

ζ(h) = ζ(0) + hG(ζ(h))(60)

has a locally unique solution wheneverh ≤ γ. Moreover, by the implicit
function theorem,ζ(h) isκ− 1 times Lipschitz continuously differentiable
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in h. Hence, theκ-th derivative ofζ(h) lies inL∞. To see more precisely the
structure of theκ-th derivative, we differentiate the identity (60) to obtain

ζ(κ)(h) = (ζ(0) + hG(ζ(h)))(κ)

= G(ζ(h))(κ−1) + hG(ζ(h))(κ)

= Ḡ(ζ(h), · · · , ζ(κ−1)(h)) + hG(ζ(h))(κ),(61)

whereḠ is a function that involves various products of derivatives ofG
to orderκ − 1. The last term in (61) isO(h) since theκ-th derivatives
are all bounded. Since the derivative ofG to orderκ − 1 are all Lipschitz
continuous, it follows that

|ζ(κ)(h) − ζ(κ)(0)|
= O(h) + |Ḡ((ζ(h), · · · , ζ(κ−1)(h)) − Ḡ(ζ(0), · · · , ζ(κ−1)(0))|

≤ O(h) + c
κ−1∑
i=0

|ζ(i)(h) − ζ(i)(0)| = O(h).

Hence, the last term in (59) isO(h). To summarize, inL1 ×L1 ×L∞ ×Rn,
we have

‖T (w∗)‖
= h

∑(
|x∗

k
′ − fh(x∗

k,u
∗
k)| + |ψ∗

k
′ + ∇xH

h(x∗
k,ψ

∗
k+1,u

∗
k)|
)

≤ chκ−1
(
h+ τ(u∗(κ−1);h)

)
.(62)

To complete the proof of Theorem 2.1, using Proposition 5.1, letλ be
chosen large enough and leth̄ be chosen small enough that the Lipschitz
constant ofL−1 is less thanλ for all h ≤ h̄. Chooseε small enough that
ελ < 1. Choose a smallr and choosēhsmaller if necessary so thatc(r+h̄) ≤
ε wherec is the constant appearing in (58). Finally, chooseh̄ smaller if
necessary so that for the residual bound in (62), we have

ch̄κ−1
(
h̄+ τ(u∗(κ−1); h̄)

)
≤ (1 − λε)r/λ.

Since the hypotheses of Proposition 5.1 are satisfied, we conclude that
for eachh ≤ h̄, there existswh = (xh,ψh,uh) ∈ Br(w∗) such that
T (wh) = 0 and the estimate (54) holds, which establishes the bounds for
the state and costate variables in (14). The estimate in (14) for the error in
the control follows from the control uniqueness property and the fact that
∇uH(x∗(tk),ψ∗(tk),u∗(tk)) = 0. Finally, by [24, Lem. 7.2](xh,uh) is a
strict local minimizer in (8) forh sufficiently small.
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6. Numerical illustrations

Through second order, the conditions in Tables 1 and 2 are the same, and
at order three, one new condition emerges for the control problem. In [8, p.
174] Butcher shows that the set of third-order explicit Runge-Kutta schemes
includes the following family involving the two parametersc2 �= 2

3 , 0, and
c3 �= c2, 0:

A =




0 0 0

c2 0 0

c3(3c2−c3−3c22)
c2(2−3c2)

c3(c3−c2)
c2(2−3c2) 0


 , b =




2c2c3−c3−c2+2/3
2c2c3

3c3−2
6c2(c3−c2)

2−3c2
6c3(c3−c2)


 .(63)

There are also two one-parameter families of schemes whenc2 = 2
3 , how-

ever, it can be shown that neither of these families satisfies the condition∑
d2

i /bi = 1/3(64)

of Table 1 needed for third-order accuracy in optimal control. Moreover,
for the two-parameter family (63), the condition (64) is satisfied if and
only if c3 = 1 (a symbolic manipulation package like Maple facilitates the
derivation of this result).

The following specific third-order schemes have appeared in the litera-
ture (for example, see [38, p. 402] and [39, p. 506]):

(a) A =




0 0 0

1
2 0 0

−1 2 0


 , b =




1
6

2
3

1
6


 , (b) A =



0 0 0

1
2 0 0

0 3
4 0


 , b =




2
9

1
3

4
9


 .

The scheme (a) corresponds toc2 = 1/2 and c3 = 1 in (63), while (b)
corresponds toc2 = 1/2 andc3 = 3/4. The first scheme satisfies (64) since
c3 = 1 while the second scheme does not satisfy (64). Let us consider the
following simple test problem [31, (P1)]:

minimize
1
2

∫ 1

0
u(t)2 + 2x(t)2 dt(65)

subject tox′(t) = .5x(t) + u(t), x(0) = 1,

with the optimal solution

x∗(t) =
2e3t + e3

e3t/2(2 + e3)
, u∗(t) =

2(e3t − e3)
e3t/2(2 + e3)

.(66)
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Table 3. Discrete state error inL∞ for problem (65) and the schemes (a) and (b)

N (a) (b)

10 8.820781e−05 7.236809e−04

20 9.716458e−06 1.732318e−04

40 1.110740e−06 4.231934e−05

80 1.317159e−07 1.045581e−05

160 1.600043e−08 2.598415e−06

320 1.970437e−09 6.476597e−07

In Table 3 we give theL∞ error for the discrete state at the grid points for
the schemes (a) and (b) and various choices of the mesh. When we perform
a least squares fit of the errors in Table 3 to a function of the formchq,
we obtainq ≈ 3.09 for (a) andq ≈ 2.02 for (b). The errors observed in
this example are typical for Runge-Kutta discretizations of the form (63). If
c3 = 1 and condition (64) holds, then the control discretization is third-order
accurate, and ifc3 �= 1 so that (64) is violated, then the control discretization
is second-order accurate.

In Theorem 2.1, we require thatbi > 0 for eachi. If bi vanishes, then
the solution of the discrete problem may not converge to the solution of the
continuous problem, as the following discretization of (65) illustrates:

minimize
h

2

N−1∑
k=0

u2
k+1/2 + 2x2

k+1/2(67)

subject toxk+1/2 = xk + h
2 (.5xk + uk),

xk+1 = xk + h(.5xk+1/2 + uk+1/2), x0 = 1.

This scheme is second-order accurate for differential equations. The first
stage of the Runge-Kutta scheme approximatesx at the midpoint of the
interval[kh, (k + 1)h], and the second stage gives a second-order approxi-
mation tox((k + 1)h). Obviously, zero is a lower bound for the cost func-
tion. A discrete control that achieves this lower bound isuk = −4+h

2h xk and
uk+1/2 = 0 for eachk, in which casexk+1/2 = 0 andxk = 1 for eachk.
This optimal discrete control oscillates back and forth between 0 and a value
around−2/h; hence the solution to the discrete problem diverges from the
solution (66) to the continuous problem ash tends to zero. In [24] we show
that this divergent scheme can be fixed by replacing the controluk in the
first stage byuk+1/2.

Next, we illustrate the observation contained in Remark 2.2: For third or
fourth-order Runge-Kutta schemes, the discrete controlsuh

kj often converge

to the continuous solution more slowly thanu(xh
k ,ψ

h
k). To see this property,
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Table 4. Discrete control errors inL∞ for test problem (68) and scheme (a)

N uh
k1 uh

k2 uh
k3 u(xh

k ,ψh
k)

10 2.581245e−03 1.285116e−03 2.639595e−03 1.933271e−05

20 7.999243e−04 3.605417e−04 6.481638e−04 2.699320e−06

40 2.191605e−04 9.455063e−05 1.594966e−04 3.569218e−07

80 5.715833e−05 2.415251e−05 3.948989e−05 4.589058e−08

160 1.458317e−05 6.099989e−06 9.820382e−06 5.817758e−09

320 3.682317e−06 1.532569e−06 2.448334e−06 7.323739e−10

we need a slightly more complicated example than (65). We consider the
following quadratic problem [31, (P2)] which includes anxu term:

minimize 1
2

∫ 1

0
u(t)2 + x(t)u(t) + 5

4x(t)
2 dt(68)

subject tox′(t) = .5x(t) + u(t), x(0) = 1,

with the optimal solution

x∗(t) =
cosh(1 − t)
cosh(1)

, u∗(t) = −(tanh(1 − t) + .5) cosh(1 − t)
cosh(1)

.

In Table 4 we give theL∞ error in the discrete controlsuh
ki, 1 ≤ i ≤ 3,

for scheme (a) and problem (68), while the last column gives the error in
u(xh

k ,ψ
h
k). Note that the errors in the last column of Table 4 are much

smaller than the errors in the preceding columns. The error in each of the
discrete controls isO(h2) while the error in the approximationu(xh

k ,ψ
h
k)

generated by the discrete state and costate variables isO(h3), in accordance
with Theorem 2.1. More precisely, if we perform a least squares fit of the
errors in Table 4 to a function of the formchq, we obtainq ≈ 1.90, 1.95,
2.01, and 2.94 for the respective columns of Table 4.

For3-stageexplicit third-orderRunge-Kuttaschemes, thereare6nonzero
coefficients to be specified:a21, a31, a32, b1, b2, andb3. In Table 1, there are
5 conditions to be satisfied in order to achieve third-order accuracy. Hence,
we might anticipate a one-parameter family satisfying these 5 conditions.
This family of solutions corresponds to (63) andc3 = 1. Proceeding to
4-stage explicit fourth-order Runge-Kutta schemes, there are 10 nonzero
coefficients to be specified and 13 conditions in Table 1 to be satisfied.
Hence, by the same reasoning used for third-order schemes, one may think
that a 4-stage explicit fourth-order method is impossible in optimal control.
Quite to the contrary, we have

Proposition 6.1.Every 4-stage explicit Runge-Kutta scheme withbi > 0
for everyi that satisfies all the conditions of Table2 also satisfies all the
conditions of Table1.
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In other words, any 4-stage explicit Runge-Kutta scheme withbi > 0 for
everyi that is fourth-order accurate for differential equations is also fourth-
order accurate for optimal control.

Proof. In [8, p. 178] it is shown that in any 4-stage explicit fourth-order
Runge-Kutta scheme, the following identity holds:∑

i

biaij = bj(1 − cj),

j = 1, 2, 3, 4. Thusdj = bj(1− cj) for eachj. With this substitution, each
of the 5 conditions in Table 1, not appearing in Table 2, can be deduced
directly from the conditions in Table 2.��

For a practical illustration, we consider the orbit transfer problem pre-
sented in [6, pp. 66–68]. Given a constant-thrust rocket engine with thrustT
operating for a given length of timetf , we wish to find the thrust-direction
historyφ(t) that transfers a spacecraft from a given initial circular orbit to
the largest possible circular orbit. The notation is the following:

r = radial distance of spacecraft from attracting center
u = radial component of velocity
v = tangential component of velocity
m0 = initial mass of spacecraft
ṁ = fuel consumption rate (assumed constant)
φ = thrust direction angle
µ = gravitational constant of attracting center

The problem of maximizing the radius of the final orbit can be expressed:

maximize r(tf )

subject tor′ = u, r(0) = r0,

u′ =
v2

r
− µ

r2 +
T sinφ

m0 − |ṁ|t , u(0) = 0, u(tf ) = 0,

v′ = −uv

r
+

T cosφ
m0 − |ṁ|t , v(0) =

√
µ

r0
, v(tf ) =

√
µ

r(tf )
.

We have solved the following instance of this problem stated in [6] (also
see [40]):m0 = 10, 000 kg,ṁ = 12.9 kg/day,r0 = 149.6×109 m (distance
from Sun to Earth),T = 8.336 N, µ = 1.327331020m3/s2 (gravitational
constant for the Sun), andtf = 193 days. The trajectory, appearing in Fig. 1,
takes the spacecraft from an Earth orbit around the Sun to a Mars orbit.

The terminal constraints onu andv at tf were treated using penalty/
multiplier techniques (see [2] and [34]). We discretized the problem using
the 3-stage methods (a) and (b). To estimate the errors associated with each
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Fig. 1. Transfer spacecraft from Earth orbit to Mars orbit.

Table 5. Discrete state errors for orbit transfer problem and schemes (a) and (b)

(a) (b) (a) (b)

N L∞ error L∞ error L2 error L2 error

500 (r) 1.2e+03 2.3e+05 2.3e+06 6.4e+08

1000 (r) 1.5e+02 5.8e+04 2.8e+05 1.6e+08

2000 (r) 1.9e+01 1.4e+04 3.5e+04 4.0e+07

500 (u) 6.9e−04 2.2e−01 5.1e−01 1.3e+02

1000 (u) 8.5e−05 5.6e−02 6.4e−02 3.2e+01

2000 (u) 1.0e−05 1.4e−02 7.9e−03 7.9e+00

500 (v) 7.6e−04 1.3e−01 9.8e−01 1.0e+02

1000 (v) 9.4e−05 3.2e−02 1.2e−01 2.6e+01

2000 (v) 1.2e−05 8.1e−03 1.5e−02 6.4e+00

discretization, solutions were obtained for three meshes corresponding to
N = 500, 1000, and 2000, and Aitken’s extrapolation was used to estimate
the exact solution at each grid point corresponding to theN =500 mesh. The
error in the discrete approximations in both theL2 andL∞ norms appears
in Table 5. Observe that the discrete errors are several orders of magnitude
smaller for scheme (a) compared to scheme (b).

The orbit transfer problem was solved using a software package called
optconxrk. To apply this collection of Fortran programs, the user provides
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the coefficients of an explicit Runge-Kutta scheme along with subroutines to
evaluate the right side of the differential equation, the terminal cost, and their
gradients. The optimization is performed using steepest descent followed
by the conjugate gradient method, where the transformed adjoint system
(23)–(24) and the formula (27) are used to compute the gradient of the cost
function. The software package optconxrk, along with a sample program
based on the orbit transfer problem, is available at the following web site:

http://www.math.ufl.edu/h̃ager

7. Control constraints

When control constraint are present, adjustments are needed in the way we
estimate the distance fromT (w∗) toF(w∗) sinceg is often at best Lipschitz
continuous when control constraints are present. All the other analysis in
Sect. 5 remains unchanged in the control constrained case. Let us define the
following quantities:

x∗
ki = x∗(tk + cih), ψ∗

ki = ψ
∗(tk + cih), ψ̄

∗
ki = ψ

∗(tk + c̄ih).

Also, we setz∗
ki = (x∗

ki,ψ
∗
ki) and z̄∗

ki = (x∗
ki, ψ̄

∗
ki). By (60), we have

ζi(h) = z∗
k +O(h). Consequently, the Lipschitz continuity ofg yields

ζi(h) = z∗
k + hGi(ζ(h)) = z∗

k + h

s∑
j=1

aijf0(ζj(h)) + h

s∑
j=1

āijφ0(ζj(h))

= z∗
k + hcif0(z∗

k) + hc̄iφ0(zk) +O(h2) = z̄∗
ki +O(h2).

With this substitution forζi(h), the Lipschitz continuity ofg also yields:

ζs+1(h) = z∗
k + h

∑
big(ζi(h)) = z∗

k + h
∑

big(z̄∗
ki) +O(h3).

On the the other hand, the fundamental theorem of calculus gives

z∗
k+1 = z∗

k +
∫ tk+1

tk

g(z∗(t)) dt.

Combining these last two identities, we obtain

z∗
k+1 − ζs+1(h) =

∫ tk+1

tk

g(z∗(t)) dt− h
∑

big(z̄∗
ki) +O(h3).(69)

In the case thatci = c̄i for eachi, the difference (69) can be estimated by
the following formula for the error in quadrature ([48, Thm. 3.4]):
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Proposition 7.1. For anyb andσ ∈ Rs such that
s∑

i=1

bi = 1,
s∑

i=1

biσi =
1
2
, and 0 ≤ σi ≤ 1, 1 ≤ i ≤ s,

and for allφ ∈ W 1,∞, we have∣∣∣∣∣
∫ h

0
φ(s) ds− h

s∑
i=1

biφ(σih)

∣∣∣∣∣ ≤ ch

∫ h

0
ω(φ̇, [0, h]; s, h) ds,

whereω is the modulus of continuity defined in(13). Here c depends on the
choice ofb andσ, but not onφ or h.

Suppose that the Runge-Kutta scheme is at least second-order accurate,
and that0 ≤ ci ≤ 1. If ci = c̄i for eachi, thenz∗

ki = z̄∗
ki for eachi, and

applying Proposition 7.1 withσi = ci, we have

∣∣z∗
k+1 − ζs+1(h)

∣∣ = ∣∣∣∣
∫ tk+1

tk

g(z∗(t)) dt

−h
∑

big(z∗
ki)
∣∣∣+O(h3)(70)

≤ ch

∫ tk+1

tk

ω(g(z∗)′, [tk, tk+1]; t, h) dt+O(h3).(71)

The functiong, evaluated atz∗, has the following special form:

g(z∗) =

(
f(x∗,u(x∗,ψ∗))

∇xH(x∗,ψ∗,u(x∗,ψ∗))

)
=

(
f(x∗,u∗)

∇xH(x∗,ψ∗,u∗)

)
.

For anyt ∈ [tk, tk+1], Smoothness yields

ω(g(z∗)′, [tk, tk+1]; t, h) ≤ ω(u∗′, [tk, tk+1]; t, h) dt+O(h).

Hence, (71) yields

∣∣z∗
k+1 − ζs+1(h)

∣∣ ≤ ch

∫ tk+1

tk

ω(u∗′, [tk, tk+1]; t, h) dt+O(h3).(72)

After multiplying this inequality byh and summing overk, we again obtain
(62) in the caseκ = 2. This shows that ifci = c̄i for eachi, then Theorem
2.1 is valid in the control constrained case.

If ci �= c̄i for somei, thenz̄∗
i may not equalz∗

i . In this case, we write the
difference (69) in the following way:

z∗
k+1 − ζs+1(h) =

(∫ tk+1

tk

g(z∗(t)) dt−
∑

big(z∗
ki)
)

+
∑

bi(g(z∗
ki) − g(z̄∗

ki)) +O(h3).(73)
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The term in (73) involving the integral is again bounded by the expression
on the right side of (72). For the second term, we use fundamental theorem
of calculus to estimate the differenceg(z∗

ki) − g(z̄∗
ki). Sinceg is the sum

of two termsf0 andφ0, and both terms can be analyzed in similar ways, we
focus on thef0 term:

f(z∗
ki)− f(z̄∗

ki) = f(x∗
ki,u(z

∗
ki))− f(x∗

ki,u(z̄
∗
ki)) = Fi

u(u(z
∗
ki)−u(z̄∗

ki)),

whereFi
u is the average of theu-gradient off evaluated along a line seg-

ment connectingu(z∗
i ) andu(z̄∗

i ). Since the control functionu(x,ψ) is a
Lipschitz continuous function of its arguments, we have

Fi
u(u(z

∗
ki) − u(z̄∗

ki)) = Fuk(u(z∗
ki) − u(z̄∗

ki)) +O(h2)

whereFuk = ∇uf(z∗
k). By the Lipschitz continuity ofu, we can write

u(z∗
ki) − u(z̄∗

ki) =
∫ tk+cih

tk+c̄ih

d

dt
u(x∗

ki,ψ
∗(t)) dt.(74)

To bound this term, we need to utilize a modulus of continuityω̂ for a
function of two variablesv(s, t) defined in the following way:

ω̂(v, J ; t, h) = sup{|v(s1, t1)
−v(s2, t2)| : s1, s2, t1, t2 ∈ [t− h/2, t+ h/2] ∩ J}.

The identity
∑

bici =
∑

bic̄i implies that

∑
bi

∫ tk+c̄ih

tk+cih
1 dt = 0.

Utilizing this relation, we can subtract any fixed value forv under the integral
in (74). With the choice

v∗(s, t) =
d

dt
u(x∗(s),ψ∗(t)),(75)

we have∣∣∣∑ bi(u(z∗
i ) − u(z̄∗

i ))
∣∣∣ ≤ c

∫ tk+1

tk

ω̂(v∗, [tk, tk+1]; t, h) dt.

This bound for the second term in (73) coupled with the bound (72) for
the first term leads to the following analogue of Theorem 2.1 in the case of
control constraints:

Theorem 7.2. If Coercivity and Smoothness withκ = 2 hold, bi > 0
and0 ≤ ci ≤ 1 for eachi, and the Runge-Kutta scheme is second-order
accurate, then for all sufficiently small h, there exists a strict local minimizer
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(xh,uh) of the discrete optimal control problem(8) and an associated
adjoint variableψh satisfying(11) and(12) such that

max
0≤k≤N

|xh
k − x∗(tk)| + |ψh

k −ψ∗(tk)| + |u(xh
k ,ψ

h
k) − u∗(tk)|

≤ ch

(
h+ τ(

d

dt
u∗;h) + τ̂(v∗;h)

)
,(76)

wherev∗ is defined in(75), andτ̂ is given by

τ̂(v∗;h) =
∫ 1

0
ω̂(v∗, [0, 1]; t, h) dt.

In the case thatci = c̄i for eachi, or equivalentlydi = bi(1 − ci), the τ̂
term in(76) can be dropped.

With regard to the conditiondi = bi(1−ci) of Theorem 7.2, we noted in the
proof of Proposition 6.1 that this is satisfied by every 4-stage explicit fourth-
order Runge-Kutta scheme for differential equations. Also, it can be shown,
using (63) withc3 = 1, that this holds for any 3-stage explicit Runge-Kutta
schemethat is third-order accurate for optimal control.
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