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ABSTRACT. We formulate and analyze a multi-group coupled within-host model
of ODEs and between-host model of ODE and first-order PDEs, using the Hu-
man Immunodeficiency Virus (HIV) for illustration. The basic reproduction
number of the multi-group coupled epidemiological model is derived, steady
states solutions are calculated and stability analysis of equilbria is investigated.
An optimal control problem for our model with drug treatment on the multi-
group within-host system is formulated and analyzed. Ekeland’s principle is
used in proving existence and uniqueness of an optimal control pair. Numer-
ical simulations based on the semi-implicit finite difference schemes and the
forward-backward sweep iterative method are obtained.

1. INTRODUCTION

The two key features in infectious diseases are the transmission between hosts and
the immunological process at the individual host level. Understanding how the two
features influence each other can be assisted through modeling. Linking components
of the immune system with the compartments of the epidemic model leads to a two-
scale model. Much of the work on such “linked” models deal with the two levels
separately, making “decoupling” assumptions [I].

Despite advancements in the study of epidemiological, within-host and immuno-
logical models, the outbreak of some diseases cannot still be predicted. This
dilemma may be attributed to the fact that most modeling approaches are either
restricted to epidemiological or immunological formulations [23]. Current research
focuses on the comprehensive modeling approach, called immuno-epidemiological
modeling, which investigates the influence of population immunity on epidemio-
logical patterns, translates individual characteristics such as immune status and
pathogen load to population level and traces their epidemiological significance
[12, 24, [30]. Several immuno-epidemiological models have been used to study the
relationship between transmission and virulence [l [14] 15 19, 20, 2I]. Some of
these models deal with the two processes separately by making decoupling assump-
tions. Gilchrist and Sasaki [20] used the nested approach to model host-parasite
coevolution in which the within-host model is independent of the between-host but
the parameters of the between-host model are expressed in terms of dependent
variables of the within-host model. Also, Feng et al. [14] investigated a coupled
within-host and between-host model of Toxoplasma gondii linked via the environ-
ment. Numfor et al. [34] set a framework for optimal control of coupled within-host
and between-host models.
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Our goals are to use a multi-group within-host model coupled with a epidemiol-
ogy model to capture the impact on the epidemic of giving treatment to individuals,
and investigate mathematically such a coupled ODE/PDE system (well-posedness
and optimal control). Our general approach in immuno-epidemiological modeling
involves a nesting approach [21], [34] whereby the within-host model is nested within
the epidemiological model by linking the dynamics of the within-host model to the
additional host mortality, recovery and transmission rates of the infection. The
within-host and between-host models are also linked via a structural variable.

This work will have the first results on formulating this multi-group two-scale
model in a careful mathematical framework and the first results on optimal control
of such a multi-group model. We emphasize the novelty of mathematical results, as
well as the importance of the epidemiological and immunological results. To curtail
the proliferation of free virus at the within-host level, we introduce two functions,
representing transmission and virion production suppressing drugs. Our goal is to
use optimal control techniques in the coupled model to minimize free virus at the
within-host level and infectious individuals at the population level, while minimizing
the cost of implementing the controls (this may include toxicity effects). Optimal
control of first-order partial differential equations is done differently than optimal
control of parabolic PDEs due to the lack of regularity of solutions to the first-order
PDEs. The steps in justifying the optimal control results are quite different and
we use Ekeland’s principle [I3] to get the existence of an optimal control.

The remainder of the work in this paper is organized as follows. In section [2]
we present our multi-group within-host and between-host models. The multi-group
within-host model is independent of the between-host model, but the between-host
model is linked to the within-host via coefficients and a structural variable. In
section |3} we establish the boundedness of state solutions to the within-host model,
and existence and uniqueness of solutions to the between-host model is established.
An explicit expression for the basic reproduction number of the epidemiological
model is derived, steady solutions calculated and stability analysis of equilibrium
points is studied. In section 4l an optimal control problem with drug treatment
on the within-host model is formulated. Lipschitz properties of state and adjoint
solutions in terms of the control functions are shown. The differentiability of the
solution map and existence of adjoints solutions are established. The lower semi-
continuity of the objective functional with respect to L' convergence is established.
The last part of section [4] is devoted to the existence of a unique optimal control
pair, which is obtained with the use of Ekeland’s principle. Numerical simulations
based on the semi-implicit finite difference schemes and a forward-backward sweep
iterative method [2] 28] will be studied in section |5} and our concluding remarks
presented in section [6]

2. MULTI-GROUP WITHIN-HOST AND BETWEEN-HOST MODELS

In our multi-group within-host and between-host model, we assume that all indi-
viduals in the population exhibit different immunological dynamics upon infection.
Since individuals with stronger immune systems respond better to treatment in the
case of antiretroviral therapy for the human immunodeficiency virus (HIV), and the
optimum viral load required for shedding depends on the strength of the cytotoxic
T lymphocyte (CTL) response of the particular host, we focus only on two classes
of individuals with different immunological characteristics and viral load. Thus,
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the within-host dynamics of pathogen for each individual of group j is

B B () — (), a(0) = o (2.)
Wi = Buy(r)ay(r) — dygs(), 4500 =4f (22)
Wi = gy () — (65 4 53)0y(r) — By (), 0) =2, (23)

where j = 1,2 defines the two classes of individuals with different immunological
characteristics and viral load. In the model, x; defines the number of healthy cells
in the jth immunological class which is being produced at a constant rate r and
die at rate u. The growth and death rates of healthy cells are assumed to be the
same for all individuals in all immunological classes. These healthy cells come in
contact with free virus v; at rate §; and become infected cells y;, with Bj being the
binding rate of the virus to healthy cells. The infected cells in the jth group die at
rate d; and each produce «y; virions at bursting. The clearance and shedding rates
of the virus are J; and s;, respectively.

The epidemiological model is divided into two classes; individuals in each epi-
demiological class exhibits different immunological characteristics. We denote the
number of susceptible individuals at time ¢ by S(¢), and the density of infected indi-
vidual structured by chronological time ¢ and age-since-infection 7 by %;(7, t), where
7 = 1,2. Individuals in each group exhibit the same immunological characteristics,
but individuals in different groups exhibit different immunological characteristics
and viral load. Our multi-group epidemiological (or between-host) model is:

2 A
% = A—Ji;/o Cij’Uj(T)ij(T,t)dT—mos mn (O,T) (24)
O L0 ()i(mt) in (0,A) x (0,T) (2.5)
ot or ’ ’ ’ '
A A
000 = n¥ [ asn@iroir g [ asnie e
%—i—% = —m(va(7))iz(7,t) in (0,4) x (0,T) (2.7)
A A
ig(o,t) = pg%/o 0181U1(T)Z'1(T,t)d7+p2%/0 CQSQUQ(T)iQ(T,t)dT(Q.S)
i(1,0) = i{(r), ia(7,0) = i5(7). (2.9)

In the epidemiological model, m(v;(7)) is the death rate of infected hosts (a function
of viral load) in the jth class, A is the recruitment rate of susceptible individuals,
mo = m(0) is the death rate of susceptible individuals and p; is the probability that
an individual who is infected has immunological behavior similar to individuals in
the jth class, with p; +ps = 1. The transmission rate is assumed to be proportional
to the viral load of infected individuals in the jth group, calculated by integrating
with respect to 7, fOA (c15101(7)i1 (7, t) +ca82v2(T)ia(T, t))dT, where ¢; is the contact
rate between susceptible and infected individuals. Thus, the new infectious process
of the population in group j at time ¢, denoted by 4,(0,t), depends on the age
distribution of the population at time ¢, as determined by the integral of i,(7,t)
over all ages, weighted with the specific transmission rate Bj(T) = ¢;js;v;(7). The
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number of susceptible and infectious individuals in the population at time ¢ = 0
are given by S(0) = So > 0 and i;(7,0) = (1), respectively. Thus, i;(r,0) is the
initial age distribution of infectious individuals in group j, with i? being a known
nonnegative function of age-since-infection, 7. The total population of infectious
individuals of each group from birth to maximal age-since-infection, A, is defined
as

A A
h@:éimmm mib@zl@hﬁm

and the total population size of individuals in the population at time ¢ is
N(t) = S(t)+ I1(t) + I2(t). For the sake of introduction to our method, we assume
the simplest form for the mortality function [I1], m(v,), as

m(v;(1)) = mo + pjv;(7),

so that in the absence of the virus, individuals die naturally at rate mg. The term
w;v;(T) gives the additional host mortality in group j due to the virus.

3. EXISTENCE OF SOLUTION, EQUILIBRIA AND STABILITY ANALYSIS OF THE
EPIDEMIOLOGICAL MODEL

3.1. Existence of Solution. We use a result from [34] which uses the fixed point
argument to obtain an existence and uniqueness of solution to our coupled model.
To do this, we use the method of integrating factors on the differential equation
(2.4), and integrating the differential equations and along the character-
istic line 7 — ¢ = constant and considering cases where 7 >t and 7 < ¢ to obtain a
representation formula for the solution to the epidemiological model.

In using the fixed point argument for the existence of solution, we define our
state solution space as

X = {(8yir,i2) € L(0,T) x (L=(0,T; L'(0,A)))?|S(t) > & > 0, i1 (7, 1) > 0,
A A
ia(7,t) > 0, sup S(t) < oo, sup/ i1(1,t)dT < 00 and sup/ io(T,t)dT < 00 a.e. t},
t t 0 t 0

where ¢ = min{.Sy, ﬁ} and & is a positive number that satisfies the inequality
& > C(c181 + c282) > 0. The constant C is a bound for v;. Now, we define a map

L:X — Xa ‘C(Sai17i2) = (Ll(S7Z.17i2)7L2(577;17i?)aL?)(Sail;iZ))a

where
. mo+a A —(mo+a
Ly(S,i)(t) = %a°+ﬁ+nm+d“*€(°+ﬁ) (3.1)
t ~ 1 2 A
—|—/ e~ (motd)t=s)g(s) | & — NG Z/ ¢;$;vi(T)i; (T, s)dr | ds
0 =Jo
2 A
S(=1) ,— [ m(v:(s))ds / ovi(sVisls b —
. DiNg= e 0 c;js;vi(s)ij(s,t —7)ds, T<t
Lo(S,4)(r,t) = N(t—7) J; PSR i3-2)
Z(1)(7. _ t)ei-fo{’ m(vi (7'7t+s))ds7 >t
) =~
SU=1) o~ [§ m(va(s))ds / v (8)ii(s b —
) P2NG—E O ¢;s;v(8)ij(s,t —T)ds, T <1
LB(Sal)(Tat) - N(E=r) Jz_; 0 7 ! 733)

(r — e Ji mste = >t
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where L;(S,7)(t) is a representation formula for the solution to the differential
equation

s ) S(t) o [ ,
o +aSt)=A+aS(t) — N ; ; ¢;s05 (7)1, (T, t)dT — moS(t).

This differential equation is equivalent to equation (2.4). The following assump-
tions will be useful in establishing a Lipschitz property for the within-host and
between-host state solutions in terms of control functions:

) So, mo, A, ¢; and s; are positive constants,
) m(s) is non-negative and Lipschitz continuous,
) 0

@ J i9(T)dr < M and 0 < Sp < M.

Remark 3.1. Starting with positive initial data, state solutions of the multi-group
within-host model stay positive for all 7 > 0, and are bounded in finite time [34].

Theorem 3.2. For T < oo, there exists a unique nonnegative solution (S,i1,i2) to
the epidemiological system - (@)

Proof. We show that the map £ maps X into itself, and that £ admits a unique
fixed point by defining an iterative sequence [25] [32]. For details, see Numfor et al.
[34). O

3.2. Basic Reproduction Number and Equilibria. We derive the basic repro-
duction number for our multi-group coupled epidemiological model, and investi-
gate the existence of equilibria. In deriving the basic reproduction number, Ry, we
compute the disease-free equilibrium, linearize the system around the disease-free
equilibrium and determine conditions for its stability. Now, we consider solutions
near the disease-free equilibrium (S*,43(7),5(7)) = (mAO, 0,0) by setting

xz(t) = S(t) — S*,y1(7,t) = i1(7,t), and ya2(7,t) = i2(T,t).

Substituting the perturbed solutions into equations (2.4) — (2.9), we obtain the
following linearized system:

dx 2 A
@t = Zl/o ¢;5;0;(T)y; (m, )dr — moz (1) (34)

I O

o Ty = —mui(m)n(n) (3.5)
A A

Y1 (O,t) = D1 <\/0 C151V1 (T)yl (7', t)d’r -+ A CQSQUQ(T)yQ(T, t)dT) (36)

W2y 92— s ) (3.7)
A A

y2(0,t) = po (/0 c18101(7)y1 (T, t)dTJr/O 28202 (T)y2 (T, t)dr) .(3.8)

We seek solutions to the first-order partial differential equations (3.5 and (3.7)) of

the form

y (7, t) = gjl(T)e)‘t and yo(7,t) = QQ(T)e’\t,
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where A is either a real or complex number. Substituting these solutions into
equations (3.5 — (3.8)), we have the following eigenfunction problem

WD — (o () () 39)
A A

n0) = p (/0 clslvl(r)g]l(T)dT+/0 CQSQUQ(T)yQ(T)dT> (3.10)

W) (0t ()il (3.11)

A A
QQ(O) = P2 (/ clslvl(T)gjl (T)dT + / CQSQUQ(T)yQ(T)dT> . (312)
0 0
The solutions to equations (3.9)) and (3.11)) are

J1(r) = G (0)e Ve O and p(r) = go(0)e e I a0
so that the initial conditions (3.10) and (3.12)) become

2 A
71(0) =p Z ¢;8;9;(0) / v;(T)e e Jo m(vi(s))ds g
j=1 0

2 A
Y2 (O) = P2 Z stjgj (O) / v; (7')67)\7—67 Jg m(v; (8))dsd7'.
j=1 0

The eigenfunction problem (3.9) — (3.12)) has a non-trivial solution if, and only if,
(p1J1 = 1)(p2J2 — 1) — p1ip2J1J1 =0,

where Jy = ¢y fOA ve(7)e e Jo me(s)ds g This gives
2 A
1 = piJi+p2do = Z/ pjcjsjvj(T)e_’\Te_ Jg m(vi())ds g (3.13)
j=1"0

The right-hand side of equation (3.13)) is a function of A, which we denote by G()\),
where

2 A
G\ = Z/ pjcisivi(T)e e Jom(ws ()ds g7 (3.14)
j=1"0

so that G(\) = 1 is a characteristic equation that will be used to study stability of
the disease-free equilibrium. We define the basic reproduction number, R, of the
epidemiological (or linked) model as Ry = G(0) [9] 29, BT 86, [37] so that

2 A
Ro = Z/ pjcjsivs(r)e” Jo miNds gy, (3.15)
j=170

where 7;(7) = e~ Jo m(@i(s)ds js the probability of survival in the infected class of
group j from onset of infection to age-since-infection, 7, and p; is the probability
that an individual who is infected has immunological behavior similar to individuals
in the jth class.

Theorem 3.3. The epidemiological model has a unique endemic equilibrium,
(S*,45(7),35(7)), if Ro > 1.
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Proof. We set the time derivatives of the epidemiological model to zero. This gives:

2 A
0 = A—;Z/O ¢;$;vi(T)i;(T)dT —moS (3.16)
W~ (i) (317)
S o [4
i;(0) = PjNZ/O cskVr(T)ik(T)dT. (3.18)
k=1

In order to derive the endemic equilibrium, we solve the differential equation (3.17))
to have

7,; (T) = Z; (O)e_ fOT m(“j(s))ds_ (319)
Next, substituting the expression for 77 (7) into equation (3.16) yields
S 2 A
0=A- % ;/0 cj;0;(7)i5(0)e ™ Jo MmN gr — g, 87, (3.20)

From equations (3.18), (3.19) and (3.20)), we obtain i}(0) as
Z;(O) = pj(A — mOS*)

Since the total population at equilibrium is N* = S* + fOA is(r)dr + fOA i5(7)dr, we
obtain N* = A&+(1—mo&)S*, where £ = p; fOA e~ Jo mi()ds g4 p, fOA e~ Jo m(v2(s))ds g7
Now, from equation (3.16]), we have

5 i(0) 1

N* pj(A—mOS*)RO - Rio’

so that

S*

AL . piA(Ro — 1)e™ Jo m(v;(s))ds
(= 2AR
Ro =1+ mof Ro — 14+ me€

Hence, the endemic equilibrium is (S*,43(7),i5(7)), where

(57,41 (7), 13(7))

_ A p1A(Rg — 1)e™ Jo mvi()ds py A\(Ry — 1) Jo m(va(s))ds
B 7?,0—14—77”[,057 R0—1—|—m0£ ’ R0—1—|—m0§ ’
which exists if Rg > 1. ([l

3.3. Stability Analysis. To study the local stability of equilibria, we linearize the
model around each of the equilibrium points, and consider an exponential solution
to the linearized system.

Theorem 3.4. The disease-free equilibrium is locally asymptotically stable if Ry <
1 and unstable if Rg > 1.

Proof. If A € R, then from equation , G’(X) < 0, since v; is non-negative and
bounded. Thus, G is a decreasing function of A. Therefore, there exists a unique
positive solution to the characteristic equation G(A) = 1 when Ry = G(0) > 1,
since G(A) — 0 as A — oo. Hence, the disease-free equilibrium is unstable when
Ro > 1.
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When Rg = G(0) < 1, there exists a unique negative solution to the character-
istic equation G(A) = 1, since G(\) — +00 as A — —oo. Next, we assume that A is
complex and let A = n; + ine be an arbitrary complex solution (if it exists) to the
characteristic equation G(A) = 1. Then

1 = |G +in)l
2 A
< ¥ / picssiui(r)e e T MO g = GR(N)).
=170

If R(A\) > 0, then 1 < G(R(\)) < G(0) = Ry < 1, which is absurd. Thus, all
roots of G(A) = 1 have negative real parts when Ry < 1. Hence the disease-free
equilibrium is locally asymptotically stable when Ry < 1. g

Theorem 3.5. The disease-free equilibrium is globally stable if Rg < 1.
Proof. Follows as in Numfor et al. [34, Theorem 2.5]. O

Theorem 3.6. The endemic equilibrium

(§,i1(7),i5(7))
_ A ARy — e JomnDds py ARy — e JombaleDds
A\ Ro —14+mpé’ Ro — 1+ moé ’ Ro — 1+ moé

is locally asymptotically stable if Rog > 1 and the maximal age of infection, A, is
sufficiently large.

Proof. We consider solutions near the endemic equilibrium by setting
$(t) :S(t) 75*3 yl(Tvt) :il(Tat) 72‘*{(7—)3 yQ(Tvt) :iQ(Tﬂt) 72‘;(7—)3
so that the total population is N(t) = N* 4 n(t), where

A A A A
n(t) = x(t)+/ v (7, t)dT+/ yo(7,t)dT and N* = S*+/ i’lk(T)dT—i—/ i5(T)dr.
0 0 0 0

Substituting the perturbed solutions into equations (2.4) — (2.9), we have the fol-
lowing linearized system:

dx z(t) [A " S*n(t) [* .
P ]\(;)/O v (1)if(T)dr + 1\(’)/0 crs1o1(7)iy (7)dr
z(t) [ . S*n(t) 4 .
- ]\([*)/0 CaSove (T)i5(T)dT + e ]\([3/0 28202 (T)i5(7)d7(3.21)
g A « A
_ﬁ/o c1s1v1 (T)yr (7, t)dr — N*/o o820 (T)y2 (T, t)dT — mox
oyr | Oy
5 Ty = —muim)n(n) (3.22)
A A
T - S* n e
y1(0,t) = ]])\17*/0 clslvl(T)zl(T)dT_p;V* N*/o c1s1v1(7)i7 (T)dr (3.23)

A
Co82Ua(T)y2 (T, t)dT

s A S
+pjl\7* /0 6131U1(T)y1(T,t)dT+p]1V*

z(t) [ . S*n(t) 4 .
+p1N£ ) /0 CoSaUa(T)i5(T)dT — pjl\]* ]\([*) /0 coSova(T)i5(T)dT
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Oy2 | Oyo
ZJ2  TI2 24
W 0 ()l (3.24)
A A
T - S* n .
w(0,t) = 22 /0 ersiv (r)ii (r)dr — B2 /0 crsivi(1)if (r)dr (3.25)
S A S A
+p2 / c181v1(T)ya (7, t)dT + b2 Co82Ua(T)y2 (T, t)dT
z(t) (4 - S*n(t) [4 ”
+p2NE ) /0 CoSoUa(T)i5(T)dT — p;\]* ]\([*) /0 CoSova(T)i5(T)dT.
Next, we seek solutions to equations (3.21)) — (3.25) of the form
w(t) =z, yi(r,t) = u(r)e and  ys(7,t) = ga(7)eM.
This gives
_ A — A
T - S* n e
A\ = _N*/o clslvl(T)zl(T)dT—i—N*F/o c15101(7)iy (7)dT
7 A . S* 7 A .
v CaS2v2(T)i5(T)dT + NN, 28202 (T)i5(T)dT  (3.26)
g A S+ A
_N*/o c18101 (7)1 (T)dT — N*/o C25202(T) Y2 (T)dT — moT
dyi (T
A~k ()7 () (3.27)
_ A _ A
T - S* n -
71(0) = 1])\1[*/0 clslvl(r)zl(r)dT—p;V* N*/o c1s1v1(T)iy (T)dr
A LA
T - S* n -
+]j\1]* /0 CosoUa(T)is(T)dT — pjlv* ~ /0 CosoUa(T)i5(7)dT(3.28)
S* A g A
22 [T asu@n@ir+ B [ casa(nm(nr
0 0
dys (T
B (o men(r)ia(r) (3.29)
A _ A
T . S* n .
J2(0) = 1])\2[*/0 61511}1(T)Zl(7‘)d7'—pJQV* N*/o c1s1v1 ()i (7)dT

p2S* 7
N* N*

_ A A
+7j\'jf / Cosova(T)ik(T)dT — / Ca800a (75 (7)d7(3.30)
0 0

* *

gx A g+ A
+p]2V* / crs1v1 ()i (7)dr + P2 / Co8202(T) Yo (T)dT,
0 0

where 1 = T + fOA g (m)dr + fOA ga(7)d7. Solving the differential equations 1}
and (3.29)), we obtain

y1(7) = 171(0)67/\767”— m1)ds gnd  go(1) = g2(0)e e Jg m(va(s))ds

From equations (3.26]), (3.28) and (3.30), we have:
27](0) = *pj(/\ + mo).’f, 7 =172 (331)
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Using the definitions of 72, §1(7), #2(7), §;(0), and setting a; = fo cjsjv;(T)iz(T)dr,
equation ([3.26)) becomes

_ 9 A
S* .
()‘ + mo).f - _xa*l + o T + E 7_7(0) / e_)‘Te_ fo m(”j(s))deT
0

_ . A
Iz 5 @ T+ ?7]‘(0)/ e e~ Jo mvi()ds g
0

S* 2 A
e S0) [ epsyug(rye e I e hiegr
0

= S S* 2 A
= (041‘]—;7*042)3: (N* - 1) + A+ mo)a’:ﬁ ij /0 cjs;0;(T)e ™ m;(T)dr
j=1

a; +az) S* _ 4 —A1_— [T m(v;(s))ds
( (A +mo)Z g D / e e~ Jo m(vs dr, (3.32)

j=1 70

due to g;(0) defined in equation (3.31). Dividing both sides of equation (3.32)

by (A + mg)Z, and substituting }3—* = R%), we obtain the following characteristic
equation
a + o 1-R 2 2
1 2 — Ko AT
1= VR | 3 img ;pjfj(/\) z_: / c;js;v;(T)e” T (T)d,
(3.33)
where

A
Fj()\)z/o e *m;(r)dr  and ﬂj(T):e_fon(Uj(s))dS_

Now, using the mortality function, m(v;(7)) = mo + p;v;(7), and integration by
parts, the term

ij/ cjs;v;( T)eiAT”j(T)dT = ijcjsj/ /v‘jvj(T)ef()‘ero)Te’ Jo mivi(s)ds g
0

_ Z pJCJSJ —eMri(A) — (A + mo)T';(N)) -
(3.34)

Thus, if A =0 in equation (3.34]) and Rg > 1, then

2 2
1<Ry=Y L;{SJ (1—m(A) —mo 3 L;?SJ T;(0)
j=1 J 4
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Whence, 1 < Z Pi¢i%i <m {0181, 0282} due to the convex combination of
e M1 2
% and % Now, using equation |D equation ( i becomes
a1 + a2 1 a1 + oo -
1 B —— = T y d
+ N*()\-i-mo) RO N*()\+m0 Ro Z/ p]CJSJU] W](T) T
Qg + a2 pjc_]S] —AA
- (A
T Z e M (4))
o1 + Q2 Pacasy oy + az
— ———=poIs (A
N*RO 175) C1851 2( ) N*Ro b2 2( )
aq + Qo 1 — AT
+ N*Ro 151 )\+m0 Z/ p;cjs;v; (T mi(T)dT
1 a1 + Qo / e
= — (1 T d
Ro < + N*(A 4+ myg) C1S1> Z P8 (T 7 (T)dr
_|_L o+ o 1— H1 ZpJCJSJ(l _/\A’IT'(A))
Ro N*(X+ myo) sty J
a1 + Qg C2S82 i1
- 1-— La(N). 3.35
1te ( = )p 2 (3.35)
This gives
1+ Nih-‘rocz 1 2 A
(Amo) o Z/ —\T
= — pjc;s;vi(T)e” ;i (T)dr
a1+t 1 J-3°3%) J
1+ N+ (1>\+77210) c1;1 Ro j=1"0

1 ajtas

+
1+ % cf; Gs1iT My €181 I
3‘\}*‘1‘7302 C282 U1
_1 arltas  p 1— pQFQ()\) =: ﬁ()\)
t N o) e p2 c1s

2 CiSi
Now, if 51 = €252 'we obtain 1 — 252 £L — () and 1 — £ Y7 Pi%% — (. Thus
M1 H2 2 C181 c181 ~~j=1  p; ’

if R(A) > 0, then the left-hand side of equation (3.36) gives
1+
1+ w55

) t+ap 251
1 + N*()\+mo) Cc181

> 1 (3.37)

and the corresponding right-hand side gives

2 4
1 —RO)T 1
L) < Re jg_lfo pjc;s;vi(T)e R(N) (T )dTJrfRO

Thus, |[£(A)| < 1 if A is sufficiently large. Thus, the case R(\) > 0 gives a con-
tradiction. Next, if ®(A) = 0 (a = 0), we multiply both sides of the characteristic

a1+az
aytag 251
1 + N*()\+m0) c181

e~ (ROV+mo) A

Ro N*(A+mo) 1— M ijcjsj n 141 ijcjsj M L(A)
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equation ([3.35]) by mq + ib. This gives

2 A
ay + as . 1 (a1 +az g . —ibr
N Tmotib = RO< N ClSleroJrzb) ]g_l/o pjcis;v;(T)e” T m;(T)dr
1l a1+« I 2 PiC;S
1 2 1 J%5°5 —ibA
4 1— 1—e i (A
i ol Kb D $(4)
(mo + ib) (a1 + a2) C282 p1
- 1-— Ty (N). 3.38
N*Rq L2 c151 p2l'a(A) ( )

Equating imaginary parts of equation (3.38)), we obtain

b (Ro — 3 piessui(r) COS(bTW(T)dT)

_ <a1 to m0> ZQ: /O Y se5505(r) sin(br)ms (1) (3.39)

N*  c¢181 =
2
ot pro DjCiS; blay + as) ( C282 [ )
- ——sin(bA E mi(A) — ——— (1 - —=— | poI's(A
N* ¢85 ( )j:1 Hj i N~ po cisi) 2(%)

Now, using the expression for the basic reproduction number (3.15)), we have
2 A 2 A
Ro — Z/ pjc;sivi(T) cos(br)m;(T)dr = Z/ pjc;s;vi(T)(1 — cos(br))m;(T)dr
j=170 j=1"9
24 br
;/0 pjc;s;jv;(T) sin ( B) ) mi(T)dr
2 , @, (br
> 2 ijCijEj’/Tj(OéQ)/ sin <2> dr

i=1 o
= Kyr(az) >0,

where ¢ is the lower bound on v;(7) for 7 € [0, A] and (a1,a2) C [0, A]. Now,
choose B* such that

2 .4
e o1+ g iy
B*Kom(ag) > ( N osr —|—mo> ;/O pjcis;v;(T)m;(T)dr

2
+0¢1 + s Z Pjc;Ss; ﬂ'j(A) n b(Oél + 042) (1 _ C2S2 M1 >p2F2()\)-

N* C181 = Hj N* M2 C181

Then, for b > B*, equation (3.39)) is untenable. For b < B*, the left-hand side of
equation ([3.36)) gives

Ve m) + 5

2
ar1tas _p %2
\/( N* - ois) —|—m0> + B

A2 4 mg +-ib

ar1tas _p ;
e tmo b

>

> 1,
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and the right-hand side of equation 1} with % = % and R(A) = 0 gives

2
o1+ Qo Z]‘:l p;m;(A)

L) < 14—
N*Ro k2 M 4 mg + b
2
aitag  emod V(2 4+ mo)* + B2
s 1+ N*R, m£+m(]< 2 ’
N \/(”‘IJSQC'“ero) + B*?
151

if A is sufficiently large. The case R(A) = 0 is also a contradiction. Thus, the
real parts of A are non-positive, and hence, the endemic equilibrium is locally

asymptotically stable if Ry > 1, A is sufficiently large and % = CZ% (]

Remark 3.7. If % #* %, one can use a numerical procedure to compute the
basic reproduction number Rg, using parameter values for HIV. If Rg > 1, then
the characteristic equation is solved numerically for A (see Castillo-Chavez
et al. [10)). Using different values of the cj, s; and p; the nature of roots of the
equation with largest real part may give an insight into the local stability of
the endemic equilibrium for these parameter regimes.

4. OPTIMAL CONTROL FORMULATION AND ANALYSIS

Optimal control of first-order PDEs coming from age-structured models requires
more analysis for justification than optimal control of parabolic PDE or differ-
ential equations. There has been only a small amount of work on specific ap-
plications of optimal control to age-structure equations. Brokate [§] developed
maximum principles for an optimal harvesting problem and a problem of optimal
birth control. Barbu and Iannelli [6, [7] considered and optimal control problem
for a Gurtin-MacCamy [22] [38] type system, describing the evolution of an age-
structured population. Anita [3, 4] investigated an optimal control problem for a
nonlinear age-dependent population dynamics. Murphy and Smith [33] studied the
optimal harvesting of an age-structured population, where the McKendrick model
of population dynamics was used. These authors considered age-structured popu-
lation models for a single population. Fister and Lenhart [I8], on the other hand,
considered optimal harvesting control for a competitive age-structured model, com-
prising two first-order partial differential equations. Also, Fister and Lenhart [17]
investigated an optimal harvesting control in a predator-prey model in which the
prey population is represented by a first-order partial differential equation with
age-structure and the predator is represented by an ordinary differential equation
in time. Numfor et al [34] considered optimal control in coupled within-host and
between-host models. The within-host model is a system of ODEs and the between-
host model is a coupled system of ordinary and first-order PDEs. A key tool for
the existence and uniqueness of optimal solution is Ekeland’s variational principle
[13].

In our multi-group coupled within-host and between-host model and in order
to curtail the proliferation of free virus at the within-host level, we introduce two
control functions u; and wug, which delineate transmission and virion production
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suppressing drugs, respectively. This leads to the following multi-group within-
host model

Ws B wa (PP () — iy ) (@)
Wi = g0y (s (7) — dy 7). = 1.2 (12)
Wi )y () = (5 53)0y(7) — B0 — s (7)) () (7)(4.3)

We develop Lipschitz properties for the solutions to the state system in terms of
controls. These properties will be used in proving the existence of sensitivities, and
the existence and uniqueness of optimal control pair.

Theorem 4.1. (Lipschitz Property) The map
(uh u2) — (xh x2,Y1,Y2, V1, V2, 57 il» 22) = (‘rlv x2,Y1,Y2,V1, V2, 57 7;1; i?)(ula U2)

is Lipschitz in the following ways:

2 T 2
(1) Z[Z(|$j—fj|+|yj—§j|+\vj—?7j|)dT+/0 5—5|dt+Z/Q|ij—ij|def
j=1 j=1

< C’A,T/(|U1 — U] + |ug — ug|)dr
Q

(i) 1S = S|z (0,7)
2
JrZ(HSUJ = Zjllpe() + Y5 — Ujllee @) + v — Uillo= @) + [li; — 4ll=(q))
j=1

< Car(|lur — ||z (q) + |[u2 — G2l (),
where @ = (0, A) and Q@ = Q2 x (0,T).
Proof. Follows as in Numfor et al.[34] Theorem 3.2]. O

4.1. The Optimality System. In this subsection, we derive a sensitivity system,
an adjoint system and a control characterization. To derive a characterization of
an optimal control, we define an objective functional, .J, for our problem, where
our objective is to minimize free virus, population of infectious individuals and the
cost of implementing the control. Thus, we use the following objective functional

T A
J(up,ug) = /0 /0 (Ayiy (7, )1 (7) + i1(7, t) (Aguq (1) + Asua(7)))dTdt
T A
+ /0 /0 (Adin(7, 8)0s(7) + a7, £) (Agus () + Agus(7)))drdt

Jr/A(Blul(T)2 + 32112(7')2)617'7 (4.4)
0

where Ay, A, A3, Ay, B1 and By are positive constants that balance the relative im-
portance for the terms in J. The term fOT fOA(Alil (1, t)v1(7) + Agia (7, t)vo(7))dTdlt
in the objective functional gives the total of infected individuals in the popula-
tion over the time period T' and age-since-infection A to be minimized. The terms
i1(7,t)ur (1) and io(7, t)us (7) represent the number of infected individuals treated
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with the transmission suppressing drug respectively, and As is the cost per individ-
ual treated with this drug. Thus,

T A A
/ / (Asis (7, )ur (7) + Agia(, £)un (7)) drdt + / Bui2(r)dr
0 0 0

gives the cost of implementing the control with the transmission suppressing drug
for all infected individuals of age-since-infection, A. Here, we assume a nonlinear
cost for treatment and chose the quadratic cost for illustration. By analogy, we
define other terms in the objective functional.
The optimal control formulation for our problem is: Find (u},u3) € U such that
J(ui,uy) = min  J(uj,uz),
(u1,u2)eU

where the set of all admissible controls is
U = {(u1,u2) € L>(0,A) x L>=(0, A)|uy : (0,A) — [0, q1], ug : (0, A) — [0, uz]}.

The upper bounds on the controls give the efficacy of the transmission and virion
production suppressing drugs while the lower bounds, u; = 0 and us = 0, represent
the case where there is no inhibition of transmission and virion production.

We take the Gateaux derivatives of J with respect to controls (uj,us) € U.
Since the objective functional is defined in term of the states, we start by finding
the derivatives of the control-to-state map. These derivatives are called sensitivities.

Theorem 4.2. (Sensitivities) The map
(u1,u2) = (T1, 22, Y1, Y2, 01,02, 8,1, 42) = (¥1, T2, Y1, Y2, V1, V2, S, i1, i2) (u1, u2)
is differentiable in the following sense:

DO(uy + ely,ug + els) — P(uq,u
( ! ! 2 € 2) ( ! 2) _>(1/J171/)2a<P1a<P2,¢17¢2’9’W1,W2)
in (L>=(Q))% x L>(0,T) x (L*(0,T; L*(2)))?, as € — 0 with (uy + ly, us + €la),
(u1,uz) €U and ly,ls € L*®(Q), where & = (z1, z2, Y1, Y2, V1, V2, S, i1, 12). Further-
more, for j = 1,2, the sensitivity functions satisfy

d .
% = —(Bi(1 —ur)v; + p)p; — Bi(1 —u1)xjo; + Bijlv,x; (4.5)
% = Bi(1 —w)vh; —djpj + Bi(1 —w)xd; — Bilivsz; (4.6)
do; A R
% = —Bi(1 —u)vjth; + (1 —u2)djp; — (85 + 55 + B5(1 — u1)z;);
+Bilvja; — ;d;lay; (4.7)
o 1 S(t) 2 _
o = —mof(t) — W (1 — N(t)) 0(t) ;cksk/gzk(n tyog(T)dr
2
Ji((?) 2 CrSk /Q[vk(T)wk(T, t) + ig (7, t)pr (7)]dr (4.8)
2
+ ]\f ((f))z /Q (@1 (ht) + wz(h,t))dh; s /Q in(r, oe(r)dr i (0,T)

BN + 9 = —m(v; (17))w; (T,t) — pid;(T)i;j(m,t) in Qx(0,T) (4.9)
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with initial and boundary conditions
$i(0) =0, ¢;(0)=0, ¢;(0)=0, 0(0)=0,w;(r,0)=0, for 7€Q=(0,4)
and
D (t)
w;(0,t) = @ (1— t) chsk/ ik (T, t)o(T)dr

2

Dj ]SV((?) chsk/ Twg (7, t) + ig (7, ) dr (7)]dT (4.11)

pj]\f((lf))Q /Q( 1(h,t) + wa(h,t) thcksk/ (1, t)vg(7)dr.

k=1

Proof. Since the map (ui,us) — (z1, 2, Y1, Y2, V1, V2,5, 41,12) is Lipschitz in L,
we have the existence of Gateaux derivatives 11, ¥s, ©1, @2, d1, P2, 8, w1, ws by Barbu
[7], Fister et al [I7, 18] and Numfor et al [34]. Passing to the limit in the repre-
sentation of the difference quotients in state functions, the sensitivity functions

1,02, 91, @2, O1, P2, 0, w1, wo satisfy system (4.5) — (4.11)). O

From the sensitivity equations in Theorem [£.2] we introduce three sensitivity op-
erators, L1, Lo and L3, satisfying the the sensitivity equations:

Y1 Biliviey

Y Balivowo

25 —pPiliviay _ wi | |0
L4 o | = ) —Bylyva , Lo0=0 and L3 [ e } = [ 0 ]

o1 Prlivizy — mdilay

@2 Balivaza — Yadaloys

(4.12)
Using the sensitivity system, we derive the adjoint system. Thus, if Aj,As9, &1, &2,
M, M2, p, g1 and go are adjoint functions, then we find adjoint operators L7, for
7 =1,2, 3 satisfying

A 0
A2 0
| S| _ 0 S * _ | Arvr + Agun + Azug
o § | T 0 L =0, L g2 | | Asvz + Aguy + Azug
m Al fQT il(T, t)dt
2 Ag [ ia(r, t)dt

(4.13)
The right-hand side of the adjoint operators (4.13)) are obtained by differentiating
the integrand of the objective functional (4.4) with respect to each state variable.
The transversality conditions associated with the adjoint variables are:

Ai(A) =0, &(A)=0, n;(4)=0, p(T)=0 (4.14)
q;(1,T) 0, for T€(0,4) (4.15)
gi(A,t) = 0, for te(0,T) and j=1,2. (4.16)
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From the sensitivity system in Theorem [£.2] and using a relationship between the
sensitivity and adjoint operators in terms of their inner product in L2, we use
integration by parts to throw the derivatives in the differential operators in the
sensitivity functions v;, ¢;, ¢;, 8, and w; onto the adjoint functions A;, &;, n;, p
and ¢; to form the adjoint operators.

Using the relationship between the sensitivity and adjoint operators, we have the
following system of adjoint equations corresponding to controls (ug,us), and states
(w1, T2, y1,Y2,v1, 02, 5,11,12) = (21, T2, Y1, Y2, V1, V2, S, 41, 12) (U1, uz):

(il);_l = —(B1(1 —wr)vy + A+ Bi(1 = ur)vi&y — Br(1 — uy)oym (4.17)
Ci;;_z = —(Ba(l — ur)va + p)Aa + Ba(1 — u1)vala — Bo(1 — ur)vamy (4.18)
—% = —di& +dimn(l —ug)m (4.19)
—% = —daa + davy2(1 — ua)ne (4.20)
_% = =Bl —up)r A + Br(1 —ur)r1€y — (61 + 51+ 31(1 —u1)x1)m
T ; T

—clsl/o Wp(t)dt _ m'(vl)/o i (r g ()t (4.21)

T . T
rass [ 0.0 +pa00) X Dd s a1 [
*% = —fa(l —ur)wade + Pl — uy)w2€a — (2 + 52 + 32(1 —u1)x2)N2

e [T T
s [ 20t — () [l iyt (422

S(t)ia(7,t)
N(t)

_% _ _mop_( )chsj/ v (7)is (, t)dr (4.23)

P101(0, ) + paga(0, 1) S .
+24 N 222 1fﬁ chsj ; i (T, t)v;(T)dr

T T
+co50 / (P191(0,t) + p2q2(0, 1)) dt + A4/ io(7,t)dt
0 0

Jj=1
_% B % = —m(v)q1 — c1s1(p(t) — p1aa(0,7) —pQQQ(O,t))%
+(p(t) = P11 (0, ) — paga(0, 1)) chsj/ (r, )03 (7)dr
+A1v1 + Asug + Asus (4.24)
_% - % = —m(v2)g2 — c252(p(t) — pr(0,¢) — pz%(&ﬂ)%

+(p(t) = p11(0,1) — p2g2(0, 1)) Niz / (T, ) (T)dT

+A4’02 —+ Agul + A3’ZL2, (425)
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with final time conditions given in equations (4.14)) — (4.16]).
The weak solution to our problem is characterized in Theorem This solution

is used in characterizing the solution to the adjoint system which satisfies a Lipschitz
property analogous to Theorem This property will be used in proving existence
and uniqueness of an optimal control pair.

Theorem 4.3. The weak solution of the adjoint system satisfies
2 A T A
0 = Z/ (Ajaj +£j65j +77jdj)d7' - / / (Algl(T)il(T,t) +A492(T)i2(T7 t))det
=70 o Jo

T (A
—/0 /0 (Ayv1 (1) + Aguy (1) + Azus(7))ny (1, t)drdt

T A
—/0 /0 (Aqva(T) + Aguq (1) + Asua(7))ne (7, t)drdt,

where for j = 1,2, a;, &;, &; are L*(0, A) functions obtained from test functions

zj, fj and g;, and r and n; satisfy equations — such that
o T B —u)vj + )z + B;(1 —wi)zjg; = oy
77_ - 5j(1 — Ul)Uij + djfj — ﬂj(l — ul)ajjgj = _&j

2 Bi(1 = w)vyz; — 7;(1 = ua)ds f; + (85 + 55+ (1 — w)z;)z; = &,
o <1 _ fv’i?)) LW /Q in (7, you(r)dr

2
+chk8k/[Uk(T)nk(T,t)+ik(T,t)zk(T)]dT
S

U
={p

k=1
8’11]‘ (9nj , ) B '
s + o + m(v;(7))n; (1,t) +m/(vj(7))z;(1)ij(1,t) =0 in Qx(0,T)

with boundary and initial conditions

n;(0,t) = Np(jt) (1 - %) r(t);cksk /Q i (7, Yo (7)dr

—= Z CrSk / [vg (T)ng (T, t) + i (7, ) 21 (7)]dT

zj(0) =0, f;(00=0, g;(0)=0, r(0)=0, n;j(r,00=0, for T€Q.
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Proof. Follows from the sensitivity equations and adjoint system, with o;; = ;1 v;2;,
07] = lelvjxj and é&j = ﬂjllvjzj — "}/jdjlgyj. ([

Theorem 4.4. For (uy,us) € U, the adjoint system - has a weak solu-
tion (A1, A2, &1, €2, M1, 12, Dy 41, g2) in (L(0, A))® x L(0,T) x (L>(0, T, L'(0, A)))?
such that

Z (N = Ajllzes @) + 1€ = &ill o) + lln5 = Tl (@) + |Ip = Bl Lo (0.7)
=1

2
+ Mgy — gjll~(e)
j=1

< Car(u — U || poe () + [Jue — U2l Lo (qy)-

Proof. Follows like in Theorem 4.1} part (ii). O

We characterize the optimal control pair (uf,u}) by differentiating the control-
to-objective functional map. Since the solutions of first-order partial differential
equations are less regular than the solutions of parabolic PDEs, the method used in
characterizing optimal control of first-order PDEs is different from that of parabolic
PDEs. We use the Ekeland’s principle [3 [I3] to characterize optimal control of
first-order PDEs. To do this, we embed the objective functional J in the space
LY(Q) x LY(Q) by defining [6l 17 [18]

_J Jusug) i (un,u) €U
J(uuuz)—{ +o00 if (w1, u2) ¢ U.

In order to characterize the optimal control pair, we differentiate the objective
functional, 7, with respect to the controls. However, since the objective functional
is a function of the state functions, we must differentiate the state functions with
respect to the controls.

(4.26)

Theorem 4.5. (Characterization) If (uf,u}) € U is an optimal control pair min-

zmzzzng 7 and (Jf{a .I‘;, y; y;a Uika U;7 5*7 li Z;) and (Alv AQv gla 525 N, 72,Ps 41, QQ)
are the corresponding state and adjoint solutions, respectively, then

— (a{(7)+a;(7) — Ay fOT(i*{(T,t)—|—i§(T7t))dt>7 (827
2B,
* T/ . s
uy(r) = Ho <a3(7)_A3 J (“(T’tH”(T’t))dt) a.e.in LY(R), (4.28)
9B,

ai(r) = Broi(m)2i(r)(&u(r) — Ai(7)) = Brof (1)1 (T)m(T)
ay(1) = Pavy(T)a3(7)(&2(7) — A2(7)) — Bava (T)aa(T)ma(7)  (4.29)
az(t) = mdim(r)yi(7) +v2danz(7)y5(7),

and H; is defined as

>

~—
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Proof. Since (uf,u}) is an optimal control pair and we seek to minimize our func-
tional, we have

0 < lm T (ut +ely,us +elo) — T (ul,us)

e—0t £

T A . . . .
= m [ ] (Awi (’i . ZT) T A (”i . ”7> 4 A (i - ’T“T)) drdt
e—0 0 0 13 I g
roA is — i vs— v\ | A (i5uf — iuy)
+ 1im+/ / (A4v§ < > + Ayil < ) + > drdt
e=0t Jo Jo € € €
T A . . . .
i / / (A3 (05 —#fus)  As (i5u5 — u)) drat
0 0 13 13

e—0t
A Bi((u)? = (u})?) | Bal(u5)? — (u3)?)
; < . + . ) dr

+ lim

e—0t

T A
= / / [(Alvfwl =+ Allw{(ﬁl =+ (Aguf + A3u§)wl]d7dt
0 0
T A
+/ / [(A4'U;W2 —+ A4’L;¢2 + (142"[1,1k + Ag’u;)WQ]det
0 0
T A A
+/ / (Aol (77 + %) + Asla (3% + i3))drdt + 2/ (Bulyu} + Balou)dr
0 0 0
A A~ A~
= / I (510T$T(>\1 —&1) + Brojaim + Bavaxs(Aa — &) + Pavaxame + 2B1u)
0

T
+ A / (¢;+¢;)dt> dr
0

A T
+/ lo (23216 — ’Yldlyrnl — ”ygdzy;nz + Ag/ (Z'T(T, t) + Z;(T, t))dt) dr.
0 0
Considering cases on the sets {7 € Qluj(7) = 0}, {7 € Qu}(r) = 4;} and {7 €
Q|0 < wi(r) < @y}, for j = 1,2, and using standard arguments, we obtain the
desired characterization given in equations (4.27) and (4.28). O

4.2. Existence of Optimal Control Pair. Existence results are obtained via
Ekeland’s principle. In order to use Ekeland’s principle, we prove that our objec-
tive functional is lower semi-continuous with respect to L' convergence. On the
other hand, uniqueness of optimal control pair is established by using the Lipschitz
properties of the state and adjoint solutions given in Theorems and [4-4] respec-
tively, as well as the minimizing sequence obtained from the Ekeland’s principle.

Theorem 4.6. (Lower semi-continuity)
The functional J : L*(Q) x L'(Q) — (—o00, +00] is lower semi-continuous.

Given a lower semi-continuous functional, 7, we have the following Ekeland’s
principle which guarantees the existence of minimizers of an approximate functional,
J.: For e > 0, there exist (u$,u§) € L*(0, A) x L'(0, A) such that

(1)) J(ui,uz) < inf  J(u,uz)+¢
(u1,u2)eU

(i) J(uf,uy) = min  J:(uy,uz),
(u1,u2)eU
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where
Te(ur,uz) = T (ur,u2) + Ve(llui — uil|pr,a) + [|u5 — ual|L1(0,4))-

Theorem 4.7. If (u,u§) is an optimal control pair minimizing the approximate
functional, J., then

(WE(r),u5(r)) = H (ei(T) + e5(7) — 124;{(5(7) - \@F»"i(T)’ es(r) — AsK;éz) - ﬁmé(ﬂ) ’
where

ei(r) = Bvi(n)zi(1)(E5(T) — Af(7)) — ﬁ:wi(T)x‘i (T)ni ()

es(1) = Bavs(1)a5(1)(§5(7) — AS(7)) — Bav5(T)x5(T)ns(T)  (4.30)

es(1) = mdim(T)yi(7) + v2d2y5(T)n5(7)

T
Ke(r) = / (85 (7. 1) + i5(r, D),

and the functions ki,ke € L*(0,A), with |k1(7)] = 1 and |k2(7)] = 1, for all
T€(0,4).

4.3. Uniqueness of Optimal Control Pair. The uniqueness of an optimal con-
trol pair for the multi-group coupled within-host and between-host model is estab-
lished using the Lipschitz properties for the state and adjoint functions in terms of
the control functions in Theorems [£.1] and [£.4] and Ekelands variational principle..

Theorem 4.8. If Cg'T (B% + B%) is sufficiently small, then there exists a unique

optimal control pair (u,ul) € U minimizing the objective functional J.
Proof. Let H(x,y) = (H1(x), H2(y)) and define L : Y — U, such that
a1 +as — A K(7) yidimyr — A3 K(7)
L =
(u1;u2) H < 2B1 ) 232 ]
where a;j, j = 1,2 are defined in equation (4.29)). Let (x1,z2,¥1, y2,v1, 2,5, 11, i2)
and
(M, A2, &1,82,1m1,12,D,q1,492) be state and adjoint solutions corresponding to the
control pair (uq,us).
[[L(uy,uz) — L(t1,U2)|[ Lo (0,4)x Lo (0,A)
= [[Ha(w) — Ha(@)]|pe<(0,4) + [ Ha(u2) — Ha(2)|| £ (0,4)

< 61+62—A2K(T)_él-i-éQ—AQK(T)
- 2B, 2B4 L°0(0,A)
es —A3K(T) B €3 —A3K(T)
2B, 2B; |li~gon)
<

1 B 1 B 1 _

T&”el — €1z (0,4) + TBlHQ — €|l n=(0,4) + Enes — &3/ (0,4)
1 /Ay Az _
(2422 K - K1

+2 (31 + Bg> | | 2> (0,4)>

where for j =1,2

ej =& = Bilvizi(& —Nj) = 0;5(& — Ag)) — Bj(vszmy — U;357;)
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= Bj(&vj(xy — &) + & (v — v5) + 0;25(&5 — &)
—Bi(NjUj (x5 — Tj) + x50 (v — T5) + T35 (N5 — Aj))
—B5(njv;(wj — 25) + xm;(v; — 0;) + 0,25 (n; — 7))
and
ez — €3 = yidim(yr — 1) +v1d1gi(m — ) +y2danz(y2 — ¥2) + v2daya2(n2 — 72)-
[[L(uy,uz) — L(t1,U2)|| Lo (0,4)x Lo (0,A)

Cy

< =
- 2B

(|1 = #1| poe 0,4y + |22 — T2|| Lo (0,4) + |[v1 — V1]| Lo (0,4) + ||v2 — V2||Lo(0,4))
iy ) ) ] ]
+E(||€1 —&llpe(0,4) + 12 = &allp=(0,4) + [|A1 = Atl[zoe(0,4) + [[A2 — A2|[L<(0,4))

04 05 _ _ CG _
1 5n t o5 ) Um = mllze(o,a) + [In2 — M2llL~(0,4)) + 2B, 1 = 91l poe (0,4

2B, 2By
1 (Ag As

G H ] ||l (H 7|| || '7||L )
+ co + + 2 1 co =+ 1|2 1 co .
232 b2 Y2 (0,4) 2 B1 BQ ! HIL>=(@) 2 2 @)

Using the Lipschitz properties of the state and adjoint systems in Theorems
and [£:4] respectively, we have

o Ca, 1 1 _ _
1L, uz) =L@, @) | < =55 ( -+ 5 ) (Il = @l o,.0) + w2 = Tlleo.0))
2 By B
] (4.31)
If C‘;’T (B% + B%) < 1, then the map L admits a unique fixed point (uf, u3), by the

Banach Contraction Theorem. Next, we show that this fixed point is an optimal
control pair, by using the minimizers, (u§,u§), from Ekeland’s Principle. To do this,
we use the states (in, x%v y%v ygv ‘/167 ‘/'25’ Se’ Z‘i) ZS) and ()“i Sv gi §S7 Tﬁv 7757275’ qia QS)
corresponding to the minimizer (u§, u5). Thus

€5 +e5 — AsK® — \fer§ e — A3K® — \/[ek]
205, 5) — (LB VI S AE VI e
_ ||H €i+€§—A2K€ eg—AgKE
2B, ’ 2By
Yy €5 +e§ — AsK® — \[er§ e — A3sK® — \/[ek] I .
2B, ’ 2B, (L==(0,4))
g g
< ‘ ver] ’ vers _ (1 + 1) . (4.32)
2B1 |lpmony I 2B2 lpmony 2 \Bi ' By

Next, we show that (u§,u§) — (uj,u3) in L*(0,A4) x L*>(0,A). Now,

[[(ui, u5) = (uf, u5)ll (Lo (0,4))2

= [lu = uillze0,4) + [lus — u5l[L=(0,4)

_ |y ai +ay — A K* _r €5 + 5 — Ay K€ — \/er]
- ! 2B, ! 2B,

"‘HH2 <a§ —A3K*) _ A <e§ — A3K* — ﬁmg)

Lo (0,A)

2By 2Bs

L (0,A)
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= ot ug - e (AEA RV AT VRN

2By 2By (L= (0,A4))2
< | L(ui, u3) — L(uf, us)l Lo (0,4)
£ g __ A KE _ g g __ A KE _ 1>
s - (RS ARSI, A S B
2B, 28, o)
Car (1 1 . . Ve[ 1 1
< DA (2w ) il + s — o) + 5 (5 + ).

from equations (4.31)) and (4.32). Also, a} and € are defined in equations (4.29)
and (4.30]), respectively. Thus,

[ui — ufllzee(0,4) + (U5 — uil[zo<(0,4)
Car < 1 1

o+ B) (I =l 0.0 + 123 — w5l 0.))

Whence,

lui — uillLe(o,4) + [luz — u5l|L(0,4) <

for é‘;’T (Bil + é) sufficiently small. Equivalently,
Ve (1 1
El ( B T Bi)

e : : —0 as e—0".
A, T
== (E*Bi)

[(uT, u3) — (uf, u3)l| Lo (0,4)x Lo (0,4) <

Thus,
(uf,ug) — (uj,us) in L%(0,A) x L=(0, A).

Lastly, we establish that (u}, u3) is indeed a minimizer of the functional, 7. Now,
using Ekeland’s Principle, we have J(uf,u3) < inf(y, u,yeu J(u1,us) + €. Since
(uf,u3) = (uj,u3) as e — 0%, it follows that J(uf,ud) < infy, w,)yeu J (w1, uz).

O

5. NUMERICAL SIMULATIONS

We present a numerical scheme for the within-host model - and the
between-host model - based on semi-implicit finite difference schemes
for ordinary and first-order partial differential equations [2]. Let A7 = h > 0
be the discretization step for the interval [0, A], with h = %, where M is the
total number of subintervals in age (age-since-infection), and At = k > 0 be the
discretization step for the interval [0,T], with k = %, where NN is the total number
of subintervals in time. We discretize the intervals [0, A] and [0,T] at the points
7, = jAT (j =0,1,..,M) and t, = nAt (n = 0,1,..., N), respectively. Next, we
define the state, adjoint and control functions in terms of nodal points x{, xé, y{,

J .Jd .J Qn .
y27vlav27s awj

w] and ul. Since wy is an approximation to the solution of the equation

((where w =141), ©F (where & =iy), ¥, V3, 1, 3, ¢1, b3, 07,
A An

VR
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that models infectious individuals of group one at time level ¢,, and grid point 7;,
we approximate the directional derivatives Bwé;’t) and awa(:’t) by

1 n—1 —

3w(7'j,tn) ~ W? - w;‘L7 and &u(rj,tn) ~ W - w?_ll
ot At or AT '
Age of individuals changes at the same speed as chronological time, and therefore
we assume that At = Ar, so that

Ow(rj,tn) | Ow(ry,tn) Wi —wj

ot or At

We fully implement our numerical scheme for the multi-group coupled within-
host and between-host model by using parameter values of the within-host and
epidemiological model of HIV given in Table[I} For this set of parameter values, the
basic reproduction number of the epidemiological model in the absence of control is
Ro = 3.9, and in the presence of drug treatment is Ro = 2.1. Here, Ry denotes the
basic reproduction of the epidemiological model in the presence of drug treatment
on the within-host system.

TABLE 1. Within-host and Between-host Parameter Values

Parameter Value Units Source

r 10 cells mm3day ! [16] 27 135]
mo 0.012 mm? year~! [34]

A 2750 humans [34]

] 0.02 day—! 135 B9

D1 0.7 - vary

D2 0.3 - vary

B 2.4 x107% mm?virion 'day~!  [27] 135 [39]
By 2.4 x107° mm3cell " *day ! [27, 135, 39)
d, 0.5 day~! 27, 135]

2 1200 virions cell ™ [16]

51 2.5 day~! [16, 135]

51 0.014 day ! 3]

c1 4x 1075  mm3virion tyear—! [34]

1 2x 1077  virion~lyear—! [34]

B2 2.0 x1075 mm3virion~'day~!  [16] [35] [39]
By 2.0 x1075  mm3cell~'day ! [16} 35, 39)
do 0.5 day ! 16 135

Vs 1200 virions cell = [16]

5 3 day~! 16 135]

So 1.4 day—! [34]

2 4 %1075  mm3virion tyear—! [34]

1o 2x 1077 virion~tyear~! [34]

Starting with 600 healthy cells for both groups of healthy cells at the within-host
level, no infectious cells (y1(0) = y2(0) = 0), but with different viral loads, Figure
delineates trajectories for the within-host dynamics within a time horizon of 100
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Healthy Cells of Grp | Infected Cells of Grp | x10° Freevirus of Grp |
600 300 8
u w/o control —— w/o control /o control
5001 w/ control 250 : w/ control 6 / control
] 1 2 1
3 400 3 200 ]
8 1 8 1 E 8
Z300; | B 150 . > at ||
= ° ] o
3 1 - k] \ i "
2 200 | PN o1 E00f |, ‘ o
N i |
100 | _< 50 \ . i\ B
1 S ) S
0 0 Co o 0 s <
0 50 100 0 50 100 0 50 100
Time (in days) Time (in days) Time (in days)
Healthy Cells of Grp Il Infected Cells of Grp Il x 10° Freevirus of Grp Il
600 200 25
~ \ wi/o control w/o control w/o control
500 - | == w/ control — = w/ control 2 — = w/ control
w” ! » 150
= 400 \ b 2
8 1 -1 8 215
2300 - 3 100 . - \
= \ 3 g 1 S 4 "
£ 200 ' 7 = i = .
\ A = 50 .
100 - \ 05 A\
AN I\
0 0 = 0 =
0 50 100 0 50 100 0 50 100
Time (in days) Time (in days) Time (in days)
0.4 0.5
ul u2
03 0.4
s 5 03
€02 <
o O 0.2
0.1 04
0 0
0 50 100 0 50 100
Time (in days) Time (in days)

FIGURE 1. Within-host Dynamics when 24 (0) = 600, z2(0) = 600,
yl(O) = yQ(O) = O7 1}1(0) = 0.005, UQ(O) = 0.001, A1 = 1, A2 = 17
A3:1, 144217 Blzl,BQZL ’111204311(1’&2:05

days. With a “higher” viral load of v1(0) = 0.005 for free virus of group one and a
“lower” viral load of v2(0) = 0.001 for the free virus of group two, trajectories for
healthy cells of group one indicate a rapid decrease within the first twenty days for
group one, and a decrease within the first thirty days for healthy cells of group two.
For the free virus population of both groups, acute phases are observed in different
groups, but within different time horizons. Free virus of group one observes an acute
phase between 10 — 20 days since start-of-infection as opposed to 20 — 40 days since
start-of-infection for free virus of group two. Also, relapse phases are observed in
both groups of the free virus. For free virus of group one, the relapse phase occurs
within 50 days since start-of-infection and within 90 days since start-of-infection
for free virus of group two. In the presence of fusion and protease inhibitors, the
acute and relapse phases of the virus of group one occurs much later. However,
the acute phase for free virus of group two occurs much later, but with no relapse
phase within 100 days since start-of-infection.

At the population level, and starting with initial age distributions of i;(7,0) =
200sin(5Z) and iz(7,0) = 200sin(5Z) for infectious individuals of both groups,
and an initial population of S(0) = 1 x 10° for susceptible individuals, oscillatory
behaviors are observed in both populations as shown in Figure Due to higher
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viral load for free virus of group one, more infectious cases are also observed at
the population level for infectious individuals of group one in the absence of drug
treatment on the within-host system. In the presence of drug treatment, there is an
oscillatory increase and decrease in the number of infectious cases, but with more
infectious cases observed in the presence of control as compared to the the number
obtained in the absence of control in both groups. This may be attributed to the
fact that, infectious individuals tend to live longer in the presence of drugs than in
the absence of drugs.

200 -~
500 -

400 <

150 -

g 3
] & 100
3
) = 50
0
100
Time Age
700 -
el 600" 300 -
g 500 S 250
a0l 8
A 2
8 p0 i g
£ 100 s.
8
0 =
100 100
Time 00 Age Time 00 Age
FIGURE 2. Infectious Individuals when 4;(7,0) = 200sin(%Z),
i2(7,0) = 200sin(3E), S(0) = 1x 10% A; =1, Ay =1, A3 =1,

A4:1,B1:1,Bg:l,ﬂ1:O.4andﬂ2:0.5.

In Figure 3| trajectories depict susceptible individuals in the absence and pres-
ence of drug treatment on the within-host system. In the absence of control, suscep-
tible individuals experience a decrease in population over the entire time horizon.
In the presence of drug treatment, susceptible individuals still experience a decrease
in population, but with more susceptible cases observed in the population.

Figure [d] represents trajectories for the within-host dynamics when the effectiveness
of the fusion and protease inhibitors is very high. With this level of effectiveness,
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FIGURE 3. Susceptible Individuals when 4;(7,0) = 200sin(ZZ),
i2(7,0) = 200sin(3Z) and S(0) = 1 x 10°.
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600 300 8
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2 = ®
3 | -1 8 I 2
Z300f |1 e 3 1s0f || >4
5 i e 3 ! ©
¢ 2000 | ! ‘ £ 100| || i "
T e < |
! e = 2 \
100 % 500 [ " A
/ \ .
0 o2 = 0
0 50 100 0 50 100 0 50 100
Time (in days) Time (in days) Time (in days)
Healthy Cells of Grp Il Infected Cells of Grp Il x 10" Free virus of Grp Il
600 200 25
~ <. w/o control w/o control
N
500 e i — = wi control 2 — = w/ control
B « 150
2 300 == w/ control 3 100 i
= © IS
8 2 i
2 200 2
50 05
100 -
/‘\, <
0 0 0
0 50 100 0 50 100 0 50 100
Time (in days) Time (in days) Time (in days)
0.8 0.8
w2
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I I
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o o
0.2 0.2
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Time (in days) Time (in days)

FIGURE 4. Within-host Dynamics when 24 (0) = 600, z2(0) = 600,
y1(0) = y2(0) = 0, v1(0) = 0.005, v2(0) = 0.001, G = 0.9 and
e = 0.9.
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the number of healthy cells of group one experiences an increase between 25 — 100
days since start-of-infection, and healthy cells of group two experiences a subtle
decrease followed by an increase in the number of healthy cells within the rest of
the time horizon. For the population of free virus of both groups, the relapse phase
observed in the absence of control is not observed in the presence of control. The
control suggests an intermediate level of treatment within the first 30 days since
start-of-infection, followed by a high level of treatment between 50 — 95 days since
start-of-infection. At the population level, and considering the total population of
infectious individual of both groups, numerical simulations suggest that the disease
could be controlled as indicated in Figure

700 .

400 .
600 . )
350,

300"

Infect. Ind. w/o control

Infect. Ind. w/ control

Time 0 o Time 0 0 Age

FiGUurReE 5. Total Population of Infectious Individuals when
i1(7,0) = 200sin(3Z), iz(7,0) = 200sin(3Z) and S(0) =1 x 10°.
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6. CONCLUSION

In this study, we have formuated in a careful mathematical way, a multi-group
within-host model coupled with an epidemiolgical model. Explicit dependence of
the epidemiological model on within-host dynamics are expressed in transmission
and mortality rates at the population level. Existence of solution is established
via a fixed point argument. The basic reproduction number of the multi-group
epidemiological model is derived and an explicit dependence on the within-host
viral load is captured. Global stability analysis of disease-free equilibrium and
local asymptotic stability analysis of endemic equilibrium are obtained.

We formulated an optimal control problem for the coupled model subject to
fusion and protease inhibitors. Sensitivity and adjoint systems are derived, and
existence, characterization and uniqueness results obtained. Using a semi-implicit
finite difference scheme on the state and adjoint systems, and a forward-backward
sweep iterative method, the optimality system is solved numerically. Numerical
simulations suggest that the combination of fusion and protease inhibitors reduces
viral load at the within-host level and the desease-induced mortality at the pop-
ulation, but results in an increase in the number of infectious individuals at the
population level since infectious individuals live longer in the presence of drugs.
The disease could still be controlled if the effectiveness of treatment is at a very
high level. At this level of control, the basic reproduction number of the epidemio-
logical model in the presence of drug treatment reduces to Rg = 0.19.
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