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Summary. Infinite systems of ordinary differential equations can describe

- spatially implicit metapopulation models with discrete patch-size structure
- host-macroparasite models which distinguish hosts by their parasite loads
- prion proliferation models which distinguish protease-resistant protein aggregates by the number of prion units they contain.

It is the aim of this chapter to develop a theory for infinite ODE systems in sufficient generality (based on operator semigroups) and, besides well-posedness, to establish conditions for the solution semiflow to be dissipative and have a compact attractor for bounded sets. For metapopulations, we present conditions for uniform persistence on the one hand and prove on the other hand that a metapopulation dies out, if nobody emigrates from its birth patch or if empty patches are not colonized.
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## Introduction

Infinite systems of ordinary differential equations,

$$
\begin{align*}
w^{\prime} & =f(t, w, x) \\
x_{j}^{\prime} & =\sum_{j=0}^{\infty} \alpha_{j k} x_{k}+g_{j}(t, w, x), \quad j=0,1,2, \ldots \tag{1.1}
\end{align*}
$$

where $x(t)$ is the sequence of functions $\left(x_{j}(t)\right)_{j=0}^{\infty}$, can describe

- spatially implicit metapopulation models with discrete patch-size structure $[2,5,7,39,43]$,
- host-macroparasite models which distinguish hosts by their parasite loads $[6,13,24,25,34,35,49,50]$,
- prion proliferation models which distinguish protease-resistant protein aggregates by the number of prion units they contain [42, 46].


## Spatially implicit metapopulation models

A metapopulation is a group of populations of the same species which occupy separate areas (patches) and are connected by dispersal. Each separate population in the metapopulation is referred to as a local population. Metapopulations occur naturally or by human activity as a result of habitat loss and fragmentation.

In system (1.1), $x_{j}$ denotes the number of patches with $j$ occupants and $w$ the average number of migrating individuals, or wanderers. The coefficients $\alpha_{j k}$ describe the transition from patches with $k$ occupants to patches with $j$ occupants due to deaths, births and emigration of occupants. The function $f$ gives the rate of change of the number of dispersers due to patch emigration, immigration and disperser death. The functions $g_{j}$ describe the rate of change of the numbers of patches with $j$ occupants due to the immigration of dispersers. The coefficients $\alpha_{j k}$ have the properties typical for infinite transition matrices in stochastic processes with continuous time and
discrete state (continuous-time birth and death chains, e.g., see [1] and the references therein). Since they form an unbounded set, existence and uniqueness of solutions to (1.1) is non-trivial. It is the aim of this chapter to develop a this-related theory in sufficient generality and also establish conditions for the solution semiflow to be dissipative [26], have a compact attractor for bounded sets $[26,53]$, and be uniformly persistent $[5,27,57,59]$. We also prove that a metapopulation dies out, if nobody emigrates from its birth patch or if empty patches are not colonized.

It is worth mentioning that, though the linear special case $x_{j}^{\prime}=\sum_{k=0}^{\infty}$ $\alpha_{j k} x_{k}$ can be interpreted as a stochastic model for a population that is not distributed over patches [40], the model (1.1) is a deterministic model. It inherits the property though that subpopulations on individual patches can become extinct at finite time which is an important feature of real metapopulations. As a trade-off, the metapopulation model (1.1) is spatially implicit and not able to take spatial heterogeneities into account. A spatially explicit metapopulation model would be a finite system of ordinary differential equations $y_{j}^{\prime}=\sum_{j=1}^{N} d_{j k} y_{k}+f_{j}(t, y), j=1, \ldots, N$, where $N$ is the number of patches and $y_{j}$ the size of the local population on patch $j$. The coefficients $d_{j k}$ would describe the movement from patch $k$ to patch $j$ and the nonlinearities $f_{j}$ the local demographics on patch $j$ due to births and deaths. An example of a spatially explicit metapopulation model (underlying an epidemic model) can be found in Chapter 4. Spatially explicit models can take account of how the patches are situated relatively to each other and of differences between the patches, but do not have the property that a local population can become extinct in finite time. The most basic spatially implicit metapopulation model is the Levins model [37,38] which only considers empty and occupied patches. Incorporating a structure which distinguishes between patches according to local population size makes it possible, e.g., to compare emigration strategies which are based on how crowded a patch is [39].

Alternatively, spatially implicit metapopulation models can be structured by a continuous rather than a discrete variable. This leads to nonlocal partial differential equations or integral equations [23]. The partial differential equations one obtains are similar to those considered in Chapter 1, but have nonlinear terms in the derivative with respect to the size-structure variable. For general information on mathematical metapopulation theory we refer to [20, 28, 39].

## Host-macroparasite models

The connection between metapopulation and host-macroparasite models is not incidental as a macroparasite population is a metapopulation with the hosts being the patches and the parasites in single hosts forming the local populations. In the epidemiology of infectious diseases, the Levins metapopulation model corresponds to a prevalence model that only considers susceptible and infective individuals. Such models (possibly after adding classes which take
account of incubation and immunity) are quite adequate for microparasitic (viral, bacterial, fungal) diseases where the infectious agents multiply rapidly and it basically only matters whether a host is infectious or not. Macroparasitic (worm, e.g.) diseases, however, are characterized by highly variable parasite loads in individual hosts with very different effects on host health. Models like (1.1), called density models in [13], can take these into account with $x_{j}$ denoting the number of hosts with $j$ parasites and $w$ denoting the average number of free-living parasites. The coefficients $\alpha_{j k}$ describe the transition from hosts with $k$ parasites to hosts with $j$ parasites due to deaths, births and release of parasites. The function $f$ gives the rate of change of the number of free-living parasites due to death and the entry into or exit from hosts. The functions $g_{j}$ describe the rate of change of the numbers of hosts with $j$ parasites due to the acquisition of parasites from the pool of free-living parasites.

Since parasite loads often depend on the age of the host, host age has been included into density models $[6,13,24,25,35,50]$. This leads to an infinite system of partial differential equations. The analysis of these models uses moment generating functions. The use of a generating function would convert the system (1.1) into a single partial differential equation. An infinite system of partial differential equations incorporating age dependence would also be converted into a single partial differential equation, however with one more variable and partial derivative. This approach yields impressive and illuminating results, but requires the transition matrix to correspond to a simple birth and death process (possibly with catastrophes). Levins type metapopulation models with patch age have been considered in [19].

## Models for prion proliferation

Prion proteins have been linked to fatal diseases called transmissible spongiform encephalopathies (TSE) including Creutzfeldt-Jakob disease (CJD), kuru, scrapie, and bovine spongiform encephalopathy (BSE, "mad cow disease"). The prion diseases in an individual host are associated with the accumulation of single prion proteins (monomers) into prion protein aggregates (polymers). An aggregate is a stringlike formation possibly containing several thousand units which each unit being a former monomer. Monomers are considered healthy because they can easily be degraded by proteinase while polymers are much more proteinase-resistant and are neurotoxic. The system (1.1), with some modification, covers the models of prion proliferation suggested in $[46,42]$. Since a detailed derivation of a special metapopulation model can already be found in [39] (cf. Section 1.11), we explain the prion model in some more detail here.

The amount of aggregates which contain $j$ prion units (former monomers) is represented by $x_{j}$ while the amount of (healthy) prion monomers is $w$. We assume that aggregates grow by adding one monomer at a time, the respective rate is $\sigma_{j}$ for an aggregate to grow from $j$ to $j+1$ units. This process is sometimes called polymerization. An aggregate of size $k$ can break into two
pieces of sizes $j$ and $k-j$ : the respective per unit rate is $b_{j k}$ if $j \leq k-j$ and $b_{k-j, k}$ if $j \geq k-j$. Aggregates of size $j$ are chemically degraded at a rate $\kappa_{j}$ while single monomers are degraded at a rate $\delta$. Monomers are produced at a constant rate $\Lambda$. The model in [42] has the form

$$
\begin{align*}
& w^{\prime}=\Lambda-w \sum_{k=1}^{\infty} \sigma_{k} x_{k}-\delta w \\
& x_{j}^{\prime}=w\left(\sigma_{j-1} x_{j-1}-\sigma_{j} x_{j}\right)-\kappa_{j} x_{j}+\sum_{k=j+1}^{\infty}\left(b_{j k}+b_{k-j, k}\right) x_{k}-x_{j} \sum_{k=1}^{j-1} b_{k j}  \tag{1.2}\\
& \quad j=1,2, \ldots, \quad \sigma_{0}=0
\end{align*}
$$

Notice that the polymerization rate is of mass action type as it involves the product of the amount of monomers $w$ and the amount of polymers containing $j-1$ or $j$ units respectively. There is no equation for $x_{0}$ because aggregates containing 0 units do not exist, differently from empty patches in metapopulations or hosts without worms in macroparasite diseases. To fit (1.2) into (1.1), without an $x_{0}$-equation, we set

$$
\alpha_{j k}=\left\{\begin{array}{cc}
b_{j k}+b_{k-j, k}, & 1 \leq j \leq k-1,  \tag{1.3}\\
-\kappa_{k}-\sum_{i=1}^{k-1} b_{i k}, & 1 \leq j=k \\
0, & j>k \geq 1
\end{array}\right.
$$

The model in [46] (see also [42, App.A]) allows for the fact that small aggregates below a certain minimum size, $m$, are unstable. So, if an aggregate splits and one of the pieces has a size less than $m$, it immediately disintegrates into monomers,

$$
\begin{align*}
& w^{\prime}=\Lambda-w \sum_{k=1}^{\infty} \sigma_{k} x_{k}-\delta w+\sum_{j=1}^{m-1} j \sum_{k=m}^{\infty}\left(b_{j k}+b_{j-k, k}\right) x_{k}, \\
& x_{j}^{\prime}=w\left(\sigma_{j-1} x_{j-1}-\sigma_{j} x_{j}\right)-\kappa_{j} x_{j}+\sum_{k=j+1}^{\infty}\left(b_{j k}+b_{k-j, k}\right) x_{k}-x_{j} \sum_{k=1}^{j-1} b_{k j},  \tag{1.4}\\
& \quad j=m, m+1, \ldots, \quad \sigma_{m-1}=0 .
\end{align*}
$$

The system (1.1) can be adapted to this model by striking the equations for $x_{0}, \ldots, x_{m-1}$ and defining the coefficients $\left(\alpha_{j k}\right)_{j, k=m}^{\infty}$ as in (1.3) with the modification that $j \geq m$ and $k \geq m$. Analogous models where the amount of units in an aggregate are modeled by a continuous rather than a discrete variable have been considered in $[15,21,36,48,54,62]$. Saturation effects in polymerization have been incorporated in [22].

The system (1.4) includes the special case that $b_{j k}$ is constant for $1<$ $m \leq j<k$ which may be a reasonable approximation of reality, while the assumption that $b_{j k}$ is constant for $1 \leq j<k$ is clearly unrealistic. This special
case allows a moment closure which reduces the infinite system of ODEs to a system of three ODEs which can been completely analyzed (cf. [48]). Since we consider the case of variable $b_{j k}$ here, it is not clear whether to favor system (1.2) or system (1.4). Notice that there is another conceptual difference between the systems. System (1.2) distinguishes between monomers which have been part of an aggregate before (in other words aggregates consisting of one unit), represented by the variable $x_{1}$, and the "virgin" monomers represented by $w$. Only virgin monomers are attached to the aggregates. Such a distinction between monomers and single unit aggregates is not made in system (1.4) where the monomers resulting from aggregate disintegration return to the monomer class represented by $w$. A drawback of system (1.4) may be that is could be very difficult to assign a specific value to $m$. Thinking along the lines that polymer splitting can result in complete disintegration, it seems to be more realistic (and mathematically more difficult) to assume that for each $j \in \mathbb{N}$ there is a probability $q_{j} \in[0,1]$ of a piece of $j$ units to disintegrate into monomers after polymer splitting,

$$
\begin{align*}
w^{\prime}= & \Lambda-w \sum_{k=1}^{\infty} \sigma_{k} x_{k}-\delta w+\sum_{j=1}^{\infty} j q_{j} \sum_{k=j+1}^{\infty}\left(b_{j k}+b_{j-k, k}\right) x_{k}, \\
x_{j}^{\prime}= & w\left(\sigma_{j-1} x_{j-1}-\sigma_{j} x_{j}\right)-\kappa_{j} x_{j} \\
& +\left(1-q_{j}\right) \sum_{k=j+1}^{\infty}\left(b_{j k}+b_{k-j, k}\right) x_{k}-x_{j} \sum_{k=1}^{j-1} b_{k},  \tag{1.5}\\
& j=1,2, \ldots, \quad \sigma_{m-1}=0 .
\end{align*}
$$

Obviously this system encompasses the two previous ones.

## Outline of the mathematical approach

For the mathematical treatment of (1.1), we choose a somewhat more abstract approach than the ones in [2] and [5] from which we have received much inspiration in order to include a variety of models (in Section 1.11 and [39] we assume that only juveniles migrate) and to include state transitions which are not of nearest-neighbor type like in the prion proliferation models. The biological interpretation (restricted here to metapopulation and host-macroparasite systems) gives us guidance how to choose the appropriate state space. Assuming that meaningful solutions are non-negative, the number of patches (hosts) is given by $\sum_{j=0}^{\infty} x_{j}$ and the number of occupants (in-host parasites) by $\sum_{j=1}^{\infty} j x_{j}$. Recall the sequence space

$$
\begin{equation*}
\ell^{1}=\left\{\left(x_{j}\right)_{j=0}^{\infty} ; x_{j} \in \mathbb{R}, \sum_{j=0}^{\infty}\left|x_{j}\right|<\infty\right\} \tag{1.6}
\end{equation*}
$$

with norm

$$
\begin{equation*}
\|x\|=\sum_{j=0}^{\infty}\left|x_{j}\right|, \quad x=\left(x_{j}\right)_{j=0}^{\infty} \tag{1.7}
\end{equation*}
$$

We introduce the subspace

$$
\begin{equation*}
\ell^{11}=\left\{\left(x_{j}\right)_{j=0}^{\infty} ; x_{j} \in \mathbb{R}, \sum_{j=0}^{\infty} j\left|x_{j}\right|<\infty\right\} \tag{1.8}
\end{equation*}
$$

which becomes a Banach space of its own under the norm

$$
\begin{equation*}
\|x\|_{1}=\sum_{j=0}^{\infty}(1+j)\left|x_{j}\right|, \quad x=\left(x_{j}\right)_{j=0}^{\infty} . \tag{1.9}
\end{equation*}
$$

Other, equivalent, choices are possible, of course. We treat (1.1) as a semilinear operator differential equation

$$
w^{\prime}=f(t, w, x), \quad x^{\prime}=A_{1} x+g(t, w, x)
$$

on the non-negative cone of the Banach space $\mathbb{R} \times \ell^{11}$ where $A_{1}$ is the infinitesimal generator of a positive $C_{0}$-semigroup on $\ell^{11}$ and the functions $f$ and $g(\sqcup)=\left(g_{j}(\sqcup)\right)_{j=0}^{\infty}$ are locally Lipschitz continuous.

### 1.1 The homogeneous linear system: Kolmogorov's differential equation

The linear special case of (1.1),

$$
\begin{equation*}
x_{j}^{\prime}=\sum_{k=0}^{\infty} \alpha_{j k} x_{k}, \quad j \in \mathbb{Z}_{+} \tag{1.10}
\end{equation*}
$$

is known as Kolmogorov's differential equation [32] and has been widely studied [17, XVII.9] [18, XIV.7] [30, Sec.23.10-23.12][16, 31, 51, 52]. See [4] and [60] for more references. We write $\mathbb{Z}_{+}$for the set of non-negative integers and $\mathbb{N}$ for the natural numbers starting at $1, \mathbb{Z}_{+}=\mathbb{N} \cup\{0\}$. We review results proved in [40].

Assumption 1 We make the following assumptions concerning the coefficients $\alpha_{j k}, j, k \in \mathbb{Z}_{+}$.
(a) $\alpha_{j j} \leq 0 \leq \alpha_{j k}, \quad k \neq j$.
(b) $\alpha^{\diamond}:=\sup _{k=0}^{\infty} \sum_{j=0}^{\infty} \alpha_{j k}<\infty$.
(c) There exist constants $c_{0}, c_{1}>0, \epsilon>0$ such that

$$
\sum_{j=1}^{\infty} j \alpha_{j k} \leq c_{0}+c_{1} k-\epsilon\left|\alpha_{k k}\right| \quad \forall k \in \mathbb{Z}_{+}
$$

Notice that the sequence $\left|\alpha_{j j}\right|$ may be unbounded and is so in many applications. Let $\ell^{1}$ denote the Banach space of real sequences $x=\left(x_{k}\right)_{k=0}^{\infty}$ with $\|x\|:=\sum_{k=0}^{\infty}\left|x_{k}\right|<\infty . \ell_{+}^{1}$ denotes the cone of non-negative sequences in $\ell^{1}$.

Recall that a $C_{0}$-semigroup on a Banach space $X$ is a family of bounded linear operators on $X,\{S(t) ; t \geq 0\}$, such that $S(t+s)=S(t) S(s)$ for all $t, s \geq 0$ and $S(t) x \xrightarrow{t \rightarrow 0} x=S(0) x$ for all $x \in X$. It follows that $S(t) x$ is a continuous function of $t \geq 0$ for all $x \in X$.

The infinitesimal generator of the $C_{0}$-semigroup $S, A$, is defined by

$$
A=\lim _{h \rightarrow 0+} \frac{1}{h}(S(h) x-x), \quad x \in D(A),
$$

where $D(A)$ is the subspace of elements $x$ where this limit exists. $D(A)$ is dense in $X$ and $A$ is a closed operator. If $x \in D(A)$, then $S(t) x$ is differentiable in $t \geq 0$ and

$$
\frac{d}{d t} S(t) x=A S(t) x=S(t) A x
$$

Notice that the first equation can be interpreted as an abstract linear differential equation. For this and more see the textbooks [4, 9, 14, 30, 33, 41, 47, 53].
Theorem 2. Let $x^{[n]}=\left(x_{j}^{[n]}\right)_{j=0}^{\infty}$ be the unique componentwise solution of the (essentially finite) linear system of ordinary differential equations

$$
\begin{align*}
& \frac{d}{d t} x_{j}^{[n]}=\sum_{k=0}^{n} \alpha_{j k} x_{k}^{[n]}, \quad j=0, \ldots, n,  \tag{1.11}\\
& \frac{d}{d t} x_{j}^{[n]}=\alpha_{j j} x_{j}^{[n]}, \quad j>n,
\end{align*}
$$

with initial data $x^{[n]}(0)=\breve{x}$. Then $S^{[n]}(t) \breve{x}=x^{[n]}(t)$ defines a sequence of $C_{0}$-semigroups $S^{[n]}$ on $\ell^{1}$. There exists a $C_{0}$-semigroup $S$ on $\ell^{1}$ such that $S^{[n]}(t) \breve{x} \rightarrow S(t) \breve{x}$ in $\ell^{1}$ for every $\breve{x} \in \ell^{1}, t \geq 0$. If $\breve{x} \in \ell_{+}^{1}, S^{[n]}(t) \breve{x} \in \ell_{+}^{1}$, $S(t) \breve{x} \in \ell_{+}^{1}$, and the convergence of $S^{[n]}(t) \breve{x}$ to $S(t) \breve{x}$ as $n \rightarrow \infty$ is monotone increasing. The domain of the infinitesimal generator $A^{[n]}$ of $S^{[n]}$ is

$$
\begin{equation*}
D\left(A^{[n]}\right)=\left\{x \in \ell^{1} ; \sum_{j=0}^{\infty}\left|\alpha_{j j}\right|\left|x_{j}\right|<\infty\right\}=: D_{0} \tag{1.12}
\end{equation*}
$$

and $\quad A^{[n]} x=\left(\sum_{k=0}^{\infty} \alpha_{j k}^{[n]} x_{k}\right)_{j=0}^{\infty}, x=\left(x_{k}\right)_{k=0}^{\infty}$, with

$$
\alpha_{j k}^{[n]}=\left\{\begin{array}{c}
\alpha_{j k} ; j, k \leq n  \tag{1.13}\\
\alpha_{j j} ; j=k>n \\
0 ; \quad \text { otherwise }
\end{array}\right\}, \quad j, k \in \mathbb{Z}_{+}
$$

The following estimates hold

$$
\left\|S^{[n]}(t)\right\| \leq\|S(t)\| \leq e^{\alpha^{\diamond} t}, \quad t \geq 0
$$

On the subspace $D_{0}$ introduced in (1.12) we define a linear operator $\breve{A}$,

$$
\begin{equation*}
\breve{A} x=\left(\sum_{k=0}^{\infty} \alpha_{j k} x_{k}\right)_{j=0}^{\infty}, \quad x \in D_{0} \tag{1.14}
\end{equation*}
$$

Lemma 1. Let the Assumptions 1 be satisfied. Then $D_{0}$ is dense in $\ell^{1}, \breve{A}$ : $D_{0} \rightarrow \ell^{1}$ is well-defined and linear and $\|(\lambda-\breve{A}) x\| \geq\left(\lambda-\alpha^{\diamond}\right)\|x\|$ for all $x \in D_{0}, \lambda \in \mathbb{R}$. The closure of $\breve{A}$ is the infinitesimal generator of the semigroup $S$ in Theorem 2 and $\sum_{j=0}^{\infty}(\breve{A} x)_{j}=\sum_{k=0}^{\infty}\left(\sum_{j=0}^{\infty} \alpha_{j k}\right) x_{k}$ for all $x \in D_{0}$.

Remark 1. That $S$ is generated by the closure of $\breve{A}$ is proved in [60]. Without part (c) in Assumption 1, the semigroup $S$ still exists and its infinitesimal generator extends $\breve{A}$ [60] but it may no longer coincide with the closure of $\breve{A}[4$, Thm. 7.11$]$. Further, without (c), solutions to (1.10) may no longer be uniquely determined by their initial data [51, Sec.6].

In our context, the space of main interest is

$$
\ell^{11}=\left\{x \in \ell^{1} ; \sum_{j=1}^{\infty} j\left|x_{j}\right|<\infty\right\}
$$

with norm $\|x\|_{1}=\|x\|+\sum_{j=1}^{\infty} j\left|x_{j}\right|$ which allows us to address the total number of patch occupants in the context of metapopulations or the total number of in-host parasites in the context of macroparasitic diseases.

Theorem 3. Let the Assumptions 1 be satisfied. Then the following hold:
(a) The semigroup $S$ in Theorem 2 leaves $\ell^{11}$ invariant and the restrictions of $S(t)$ to $\ell^{11}, S_{1}(t)$, form a $C_{0}$-semigroup on $\ell^{11}$ which is generated by the part of $\breve{A}$ in $\ell^{11}$, denoted by $A_{1}$, i.e. $A_{1}$ is the restriction of $\breve{A}$ to

$$
D\left(A_{1}\right)=\left\{x \in \ell^{11} \cap D_{0} ; \breve{A} x \in \ell^{11}\right\} .
$$

Further $\left\|S_{1}(t)\right\|_{1} \leq e^{\omega t}$ for all $t \geq 0$, with $\omega=\max \left\{c_{1}, \alpha^{\diamond}+c_{0}\right\}$.
(b) The semigroups $S^{[n]}$ in Theorem 2 leave $\ell^{11}$ invariant. Their restrictions to $\ell^{11}, S_{1}^{[n]}$, form $C_{0}$-semigroups on $\ell^{11}$ and also satisfy the estimate $\left\|S_{1}^{[n]}(t)\right\|_{1} \leq e^{\omega t}$ for all $t \geq 0$. Their infinitesimal generators, $A_{1}^{[n]}$, have the same domain

$$
D\left(A_{1}^{[n]}\right)=\left\{x \in \ell^{11} ; \sum_{j=1}^{\infty} j\left|a_{j j}\right|\left|x_{j}\right|<\infty\right\}=: D_{1}
$$

Finally, for all $\breve{x} \in \ell^{11}, S_{1}^{[n]}(t) \breve{x} \rightarrow S_{1}(t) \breve{x}$ in $\ell^{11}$, with the convergence being uniform in bounded intervals in $\mathbb{R}_{+}$.

Lemma 2. Let the Assumptions 1 be satisfied. Then $D_{1} \subseteq D\left(A_{1}\right)$ and $\sum_{k=0}^{\infty}\left(\sum_{j=1}^{\infty} j\left|\alpha_{j k}\right|\right)\left|x_{k}\right|<\infty$ for all $x \in D_{1}$.

Several other approximations of the semigroups $S$ and $S_{1}$ have been suggested $[4,16,51,31,61]$; the one used here has the advantage that it is easy to show that the approximating semigroups are differentiable. It is closely related to the approach in [52], but the construction there does not really yield approximating semigroups on the same Banach space.

Lemma 3. Let the Assumptions 1 be satisfied. Then the semigroups $S^{[n]}(t)$ on $\ell^{1}$ and $S_{1}^{[n]}(t)$ on $\ell^{11}$ are differentiable for $t>0$. Further there exist constants $c_{n}>0$ such that

$$
\left.\begin{array}{l}
\left\|\frac{d}{d t} S^{[n]}(t)\right\| \leq c_{n}+(e t)^{-1},  \tag{1.15}\\
\left\|\frac{d}{d t} S_{1}^{[n]}(t)\right\|_{1} \leq c_{n}+(e t)^{-1}
\end{array}\right\} \quad \forall t \in(0,1)
$$

Proof. We only give the proof for $S^{[n]}$; the proof for $S_{1}^{[n]}$ is completely analogous. Equivalently we show that $S^{[n]}(t)$ maps $\ell^{1}$ into $D\left(A^{[n]}\right)$. By construction, (1.11), $\left[S^{[n]}(t) x\right]_{j}=e^{\alpha_{j j} t} x_{j}$ for $j>n$. Hence, with appropriate constants $c_{n}>0$, for $t>0$,

$$
\sum_{j=n+1}^{\infty}\left|\alpha_{j j}\right|\left[S^{[n]}(t) x\right]_{j} \leq \sum_{j=n+1}^{\infty}\left|\alpha_{j j}\right| e^{-\left|\alpha_{j j}\right| t} x_{j} \leq \frac{1}{e t}\|x\|
$$

By (1.12) and (1.13), $S(t)$ maps $\ell^{1}$ into $D\left(A^{[n]}\right)$ for $t>0$ and

$$
\begin{aligned}
&\left\|A^{[n]} S^{[n]}(t) x\right\| \leq \sum_{j, k=1}^{n}\left|\alpha_{j k} \| S^{[n]}(t) x\right|+\sum_{j=n+1}^{\infty}\left|\alpha_{j j}\right|\left[S^{[n]}(t) x\right]_{j} \\
& \leq c_{n}\|x\|+(e t)^{-1}\|x\| \quad \forall t \in(0,1)
\end{aligned}
$$

with appropriate constants $c_{n}>0$.
We conjecture that the semigroups in Lemma 3 are analytic, but the estimate in the proof does not completely match [47, Ch.2, Thm.5.2 (d)]. In general, neither the semigroup $S$ nor the semigroup $S_{1}$ are differentiable for all $t>0$. As an example we consider the simple death process,

$$
\begin{equation*}
\alpha_{k-1, k}=k=-\alpha_{k k}, \quad k \in \mathbb{N}, \quad \alpha_{j k}=0 \quad \text { otherwise } . \tag{1.16}
\end{equation*}
$$

Let $e^{[n]}=\left(\delta_{k n}\right)_{k=0}^{\infty}$ (the Kronecker symbols) be the sequence where all terms are 0 except the $n^{\text {th }}$ term which is 1 . It is well-known [1, 6.4.2] that $\left[S(t) e^{[n]}\right]_{j}=0$ for $j>n$ and

$$
\begin{equation*}
\left[S(t) e^{[n]}\right]_{j}=\binom{n}{j} e^{-j t}\left(1-e^{-t}\right)^{n-j}, \quad j=0, \ldots, n \tag{1.17}
\end{equation*}
$$

Since $e^{[n]}$ is an element of both $D_{0}$ and $D\left(A_{1}\right)$ (notice $\left\|e^{[n]}\right\|=1$ and $\left\|e^{[n]}\right\|_{1}=$ $n+1$ ), we can differentiate $S(t) e^{[n]}$ and $S_{1}(t) e^{[n]}$ and

$$
\left[\frac{d}{d t} S(t) e^{[n]}\right]_{j}=\left\{\begin{array}{cc}
0 ; & j>n  \tag{1.18}\\
{\left[S(t) e^{[n]}\right]_{j} \frac{n e^{-t}-j}{1-e^{-t}} ;} & j=0, \ldots n
\end{array}\right.
$$

We choose $\bar{t}=\ln 2$ such that $e^{-t}=1 / 2$ for $t=\bar{t}$. As we show in the appendix

$$
\begin{align*}
2 \frac{\left\|\frac{d}{d t} S_{1}(\bar{t}) e^{[2 n]}\right\|_{1}}{\left\|e^{2 n}\right\|_{1}} & \geq\left\|\frac{d}{d t} S(\bar{t}) e^{[2 n]}\right\|=2 n\binom{2 n}{n} 2^{-2 n}  \tag{1.19}\\
& \geq \sqrt{n-1} e^{-1 / 2}, \quad \bar{t}=\ln 2, n \geq 2 \tag{1.20}
\end{align*}
$$

This implies that $S(t)$ is not strongly differentiable at any $t \leq \ln 2$. Otherwise $S^{\prime}(\bar{t})=A S(\bar{t})$ would be a bounded linear operator [47, 2.4] contradicting this estimate because $\left\|e^{[2 n]}\right\|=1$. Similarly, $S_{1}(t)$ is not differentiable at any $t \leq \ln 2$.

### 1.2 Solution to the semilinear system

We can formally rewrite (1.1) as a semilinear Cauchy problem

$$
\begin{align*}
w^{\prime} & =f(t, w, x)  \tag{1.21}\\
x^{\prime} & =A_{1} x+g(t, w, x)
\end{align*}
$$

where

$$
g(t, w, x)=\left(g_{j}(t, w, x)\right)
$$

and $A_{1}$ is the infinitesimal generator of the semigroup $S_{1}$ considered in Theorem 3. Since in general the semigroup $S_{1}$ is not differentiable (see the discussion at the end of the previous section), we cannot expect to find a solution of (1.21) in the strict sense if $x(0)=\breve{x} \in \ell_{+}^{11}$ rather than $x(0) \in D\left(A_{1}\right)$. The pair of continuous functions $w:[0, \tau) \rightarrow \mathbb{R}_{+}$and $x:[0, \tau) \rightarrow \ell_{+}^{11}$ is called an integral solution of (1.21) with initial condition $w(0)=\breve{w}, x(0)=\breve{x}$ if

$$
\begin{align*}
w^{\prime} & =f(t, w, x), \quad t \in[0, \tau), \quad w(0)=\breve{w}, \\
x(t) & =\breve{x}+A_{1} \int_{0}^{t} x(s) d s+\int_{0}^{t} g(s, w(s), x(s)) d s, \quad t \in[0, \tau) \tag{1.22}
\end{align*}
$$

with the understanding that $\int_{0}^{t} x(s) d s \in D\left(A_{1}\right)$ for all $t \in[0, \tau)$. Equivalently to the second equation in (1.22), $x$ is a mild solution of $x^{\prime}=A_{1} x+g(t, w, x)$, i.e., it satisfies the integral equation

$$
\begin{equation*}
x(t)=S_{1}(t) \breve{x}+\int_{0}^{t} S_{1}(t-s) g(s, w(s), x(s)) d s, \quad t \in[0, \tau) \tag{1.23}
\end{equation*}
$$

where $S_{1}$ is the $C_{0}$-semigroup generated by $A_{1}$ on $\ell^{11}$ [4, Prop.3.31].

### 1.2.1 Local existence

A standard approach to local existence of solutions consists in assuming that the nonlinearities satisfy a Lipschitz condition. We also need assumptions which make the solutions preserve positivity.
Assumption $4 f: \mathbb{R}_{+}^{2} \times \ell_{+}^{11} \rightarrow \mathbb{R}$ and $g: \mathbb{R}_{+}^{2} \times \ell_{+}^{11} \rightarrow \ell^{11}$ are continuous and have the following properties:
(a) $f(t, 0, x) \geq 0$ for all $x \in \ell_{+}^{11}, t \geq 0$.
(b) For every $j \in \mathbb{Z}_{+}, g_{j}(t, w, x) \geq 0$ whenever $w \geq 0, x \in \ell_{+}^{11}, x_{j}=0$.
(c) For every $r>0$ there exists a Lipschitz constant $\Lambda_{r}$ such that

$$
\left.\begin{array}{r}
|f(t, w, x)-f(t, \tilde{w}, \tilde{x})| \\
\|g(t, w, x)-g(t, \tilde{w}, \tilde{x})\|_{1}
\end{array}\right\} \leq \Lambda_{r}\left(|w-\tilde{w}|+\|x-\tilde{x}\|_{1}\right)
$$

whenever $t \in[0, r], w, \tilde{w} \in[0, r], x, \tilde{x} \in \ell_{+}^{11},\|x\|_{1},\|\tilde{x}\|_{1} \leq r$.
Theorem 5. Under the Assumptions 1, and 4, for every $\breve{w} \in \mathbb{R}_{+}$and $\breve{x} \in \ell_{+}^{11}$, there exists some $\tau \in[0, \infty]$ and a unique continuous solution $w:[0, \tau) \rightarrow$ $[0, \infty), x:[0, \tau) \rightarrow \ell_{+}^{11}$ of (1.22).

Remark 2. $\tau \in[0, \infty)$ can be chosen in such a way that the solution $(w, x)$ cannot be extended to a solution on a larger open interval.

Since we want our solutions to preserve positivity, we do not refer for the proof to general results which use Banach's fixed point theorem [47, Ch. 6 Thm.1.2] [53, Thm.46.1], but to results which use generalizations of the explicit Euler approximation to solve ordinary differential equations [11, Ch. 1 Thm.1.1].

Proof. We apply [41, VIII.2, Thm. 2.1] (or [56, Sec.2]). We set $D=\mathbb{R}_{+} \times \ell_{+}^{11}$. Notice that (1.23) can be rewritten in terms of $y(t)=(w(t), x(t))$ and $\breve{y}=$ $(\breve{w}, \breve{x})$ as

$$
y(t)=\bar{S}(t) \breve{y}+\int_{0}^{t} \bar{S}(t-s) \bar{f}(s, y(s)) d s
$$

with the $C_{0}$-semigroup $\bar{S}(t) \breve{y}=\left(\breve{w}, S_{1}(t) \breve{x}\right)$ on $\mathbb{R} \times \ell^{11}$ and the nonlinearity $\bar{f}(s, \breve{y})=(f(s, \breve{y}), g(s, \breve{y}))$. The local existence of solutions with values in $D$ follows once we have checked the subtangential condition

$$
\frac{1}{h} d(y+h \bar{f}(t, y), D) \rightarrow 0, \quad h \rightarrow 0+, y \in D
$$

where $d(z, D)$ is the distance from the point $z$ to the set $D$. This subtangential condition can be broken up into two tangential conditions,

$$
\left.\begin{array}{c}
\frac{1}{h} d\left(w+h f(t, w, x), \mathbb{R}_{+}\right) \rightarrow 0 \\
\frac{1}{h} d\left(x+h g(t, w, x), \ell_{+}^{11}\right) \rightarrow 0
\end{array}\right\} \quad h \rightarrow 0+, w \in \mathbb{R}_{+}, x \in \ell_{+}^{11}
$$

In a Banach lattice $Z$ with positive cone $Z_{+}$,

$$
d\left(z, Z_{+}\right) \leq\left\|z-z^{+}\right\|=\left\|z^{-}\right\|,
$$

where $z^{+}$and $z^{-}$are the positive and negative part of the vector $z$. Since, for $z \in Z_{+},\left\|z^{-}\right\|=0$,

$$
\begin{aligned}
\limsup _{h \rightarrow 0+} \frac{1}{h} d\left(z+h \tilde{z}, Z_{+}\right) & \leq \limsup _{h \rightarrow 0+} \frac{1}{h}\left\|[z+h \tilde{z}]^{-}\right\| \\
& =\lim _{h \rightarrow 0+} \frac{1}{h}\left(\left\|[z+h \tilde{z}]^{-}\right\|-\left\|z^{-}\right\|\right) \\
& =: D_{+}\left\|z^{-}\right\| \tilde{z}
\end{aligned}
$$

which is the right derivative of the convex functional $z \mapsto\left\|z^{-}\right\|$at $z$ in the direction of $\tilde{z}[41$, II.5]. If $Z=\mathbb{R}$,

$$
\begin{aligned}
& D_{+}\left\|z^{-}\right\| \tilde{z}= D_{+} z^{-} \tilde{z}= \\
& \lim _{h \rightarrow 0+} \frac{1}{h}\left([z+h \tilde{z}]^{-}-z^{-}\right) \\
&=\left\{\begin{array}{r}
\lim _{h \rightarrow 0+} \frac{1}{h}(0-0) ; z>0 \\
\lim _{h \rightarrow 0+} \frac{1}{h}[h \tilde{z}]^{-} ; z=0 \\
\lim _{h \rightarrow 0+} \frac{1}{h}(-z-h \tilde{z}+z) ; z<0
\end{array}\right\}=\left\{\begin{array}{c}
0 ; z>0 \\
\tilde{z}^{-} ; z=0 \\
-\tilde{z} ; z<0
\end{array}\right\} .
\end{aligned}
$$

For $z \in \mathbb{R}_{+} \tilde{z} \in \mathbb{R}$,

$$
\limsup _{h \rightarrow 0+} \frac{1}{h} d\left(z+h \tilde{z}, \mathbb{R}_{+}\right) \leq \begin{cases}0 ; & z>0 \\ \tilde{z}^{-} ; & z=0\end{cases}
$$

For $z, \tilde{z} \in \ell^{1}$,

$$
D_{+}\left\|z^{-}\right\| \tilde{z}=\sum_{j=0}^{\infty} \lim _{h \rightarrow 0+} \frac{1}{h}\left(\left[z_{j}+h \tilde{z}_{j}\right]^{-}-z_{j}^{-}\right)=\sum_{j=0}^{\infty} D_{+} z_{j}^{-} \tilde{z}_{j} .
$$

For $z, \tilde{z} \in \ell^{11}$,

$$
D_{+}\left\|z^{-}\right\|_{1} \tilde{z}=\sum_{j=0}^{\infty}(1+j) D_{+} z_{j}^{-} \tilde{z}_{j} .
$$

We summarize. For $w \in \mathbb{R}_{+}$and $x \in \ell_{+}^{11}$,

$$
\lim _{h \rightarrow 0+} \frac{1}{h} d\left(w+h f(t, w, x), \mathbb{R}^{+}\right) \leq\left\{\begin{array}{r}
0 ; w>0 \\
{[f(t, w, x)]^{-} ; w=0}
\end{array}\right\}
$$

and

$$
\lim _{h \rightarrow 0+} \frac{1}{h} d\left(x+h g(t, w, x), \ell_{+}^{11}\right) \leq \sum_{j=0}^{\infty}(1+j)\left\{\begin{array}{r}
0 ; x_{j}>0 \\
{\left[g_{j}(t, w, x)\right]^{-} ; x_{j}=0}
\end{array}\right\}
$$

By Assumption 4 (a) and (b), these expressions are 0 and the subtangential condition is satisfied.

### 1.2.2 Global existence

In order to establish global existence we make the following additional assumptions. Recall $D_{1}$ in Theorem 3,

$$
D_{1}=\left\{x \in \ell^{11} ; \sum_{j=1}^{\infty} j\left|\alpha_{j j}\right|\left|x_{j}\right|<\infty\right\}
$$

Assumption 6 There exist constants $c_{2}, c_{3} \geq 0$ such that for all $t \geq 0, w \geq 0$ and $x \in \ell_{+}^{11} \cap D_{1}$ the following hold:

- $\sum_{j=0}^{\infty} g_{j}(t, w, x) \leq c_{3}\|x\|$.
- $f(t, w, x)+\sum_{j=1}^{\infty} j g_{j}(t, w, x) \leq c_{2}\left(w+\|x\|_{1}\right)$.

Theorem 7. Let Assumption 1, Assumption 4, and Assumption 6 be satisfied. Then, for every $\breve{w} \in[0, \infty)$ and $\breve{x} \in \ell_{+}^{11}$, there exists a unique continuous solution $w:[0, \infty) \rightarrow \mathbb{R}_{+}, x:[0, \infty) \rightarrow \ell_{+}^{11}$ of (1.22). The solution satisfies the estimates

$$
\|x(t)\| \leq\|\breve{x}\| e^{\alpha^{\diamond} t}, \quad|w(t)|+\|x(t)\|_{1} \leq\left(\breve{w}+\|\breve{x}\|_{1}\right) e^{\omega_{2} t}
$$

where $\alpha^{\diamond}$ is from Assumption 1 and $\omega_{2} \in \mathbb{R}$ an appropriate constant.
Remark 3. On every bounded subinterval of $[0, \infty)$, the solution $x$ is the uniform limit of solutions $x^{[n]}$ on $[0, \infty)$ with values in $\ell_{+}^{11}$ which solve the system

$$
\begin{align*}
& \frac{d}{d t} w^{[n]}(t)=f\left(t, w^{[n]}(t), x^{[n]}(t)\right), w^{[n]}(0)=\breve{w}, \\
& \frac{d}{d t} x_{j}^{[n]}(t)-g_{j}\left(t, w^{[n]}(t), x^{[n]}(t)\right)=\left\{\begin{array}{cc}
\sum_{k=0}^{n} \alpha_{j k} x_{k}^{[n]}(t), & j=0, \ldots, n, \\
\alpha_{j j} x_{k}^{[n]}(t), & j>n,
\end{array}\right.  \tag{1.24}\\
& x^{[n]}(0)=\breve{x},
\end{align*}
$$

and satisfy

$$
\begin{equation*}
\sum_{j=1}^{\infty} j\left|a_{j j}\right| \int_{0}^{t} x_{j}^{[n]}(s) d s<\infty \tag{1.25}
\end{equation*}
$$

The following estimates will be used frequently for $m=0,1$ and $0^{0}:=1$,

$$
\begin{align*}
\sum_{j=0}^{\infty} j^{m} x_{j}^{[n]}(t) \leq & \sum_{j=0}^{\infty} j^{m} \breve{x}_{j}+\sum_{k=0}^{\infty}\left(\sum_{j=0}^{\infty} j^{m} \alpha_{j k}\right) \int_{0}^{t} x_{k}^{[n]}(s) d s  \tag{1.26}\\
& +\int_{0}^{t} \sum_{j=0}^{\infty} j^{m} g_{j}\left(s, w^{[n]}(s), x^{[n]}(s)\right) d s
\end{align*}
$$

Proof. In order to derive the estimates which imply global existence of solutions we consider the approximating problems where the infinite matrix $\left(\alpha_{j k}\right)$ is replaced by the infinite matrices $\left(\alpha_{j k}^{[n]}\right)$ in (1.13) because this will allow us to interchange the order of summation freely. The matrices also satisfy the assumptions of Theorem 5 . So, for every $n \in \mathbb{N}$, there exists some $\tau_{n} \in[0, \infty]$ and a solution on $\left[0, \tau_{n}\right)$ of

$$
\begin{aligned}
& \frac{d}{d t} w^{[n]}=f\left(t, w^{[n]}, x^{[n]}\right), \quad w^{[n]}(0)=\breve{w} \\
& x^{[n]}(t)=\breve{x}+A_{1}^{[n]} \int_{0}^{t} x^{[n]}(s) d s+\int_{0}^{t} g\left(s, w^{[n]}(s), x^{[n]}(s)\right) d s
\end{aligned}
$$

with the understanding that $\int_{0}^{t} x^{[n]}(s) d s \in D\left(A_{1}^{[n]}\right)=D_{1}$. (1.25) follows from the definition of $D_{1}$.

Again $\tau_{n} \in[0, \infty]$ can be chosen such that the solution $\left(w^{[n]}, x^{[n]}\right)$ cannot be extended to a solution on a larger interval.

If we spell the equation for $x^{[n]}$ out componentwise for $x$, we see that $w^{[n]}$ and $x_{j}^{[n]}$ can be differentiated and satisfy (1.24). Since the $x^{[n]}$ are nonnegative, for $m=0,1$,

$$
\begin{aligned}
& \sum_{j=0}^{\infty} j^{m} x_{j}^{[n]}(t) \\
= & \sum_{j=0}^{\infty} j^{m} \breve{x}_{j}+\sum_{j=0}^{n} j^{m}\left(\sum_{k=0}^{n} \alpha_{j k} \int_{0}^{t} x_{k}^{[n]}(s) d s\right)+\sum_{j=n+1}^{\infty} j^{m} \alpha_{j j} \int_{0}^{t} x_{j}^{[n]}(s) d s \\
& +\sum_{j=0}^{\infty} j^{m} \int_{0}^{t} g_{j}\left(s, w^{[n]}, x^{[n]}\right) d s
\end{aligned}
$$

We can change the order of summations, use that $\alpha_{j k} \geq 0$ for $j \neq k$, and obtain the estimate (1.26) which implies

$$
\begin{aligned}
& w^{[n]}(t)+\left\|x^{[n]}(t)\right\|_{1} \\
\leq \breve{w} & +\|\breve{x}\|_{1}+\int_{0}^{t} f\left(s, w^{[n]}(s), x^{[n]}(s)\right) d s \\
& +\sum_{k=0}^{\infty}\left(\sum_{j=0}^{\infty}(1+j) \alpha_{j k}\right) \int_{0}^{t} x_{k}^{[n]}(s) d s \\
& +\int_{0}^{t} \sum_{j=0}^{\infty}(1+j) g_{j}\left(s, w^{[n]}, x^{[n]}\right) d s .
\end{aligned}
$$

By Assumption 1, Assumption 4, and Assumption 6,

$$
\begin{aligned}
& w^{[n]}(t)+\left\|x^{[n]}(t)\right\|_{1} \\
\leq & \breve{w}+\|\breve{x}\|_{1}+\left(\alpha^{\diamond}+c_{0}+c_{3}\right) \int_{0}^{t}\left\|x^{[n]}(s)\right\| d s \\
& \left.+c_{2} \int_{0}^{t} w^{[n]}(s) d s+\left(c_{1}+c_{2}\right) \int_{0}^{t}\left\|x^{[n]}(s)\right\|_{1} d s\right) \\
\leq & \omega_{2}\left(\int_{0}^{t} w^{[n]}(s) d s+\int_{0}^{t}\left\|x^{[n]}(s)\right\|_{1} d s\right)
\end{aligned}
$$

with an appropriate $\omega_{2}>0$. By Gronwall's inequality,

$$
w^{[n]}(t)+\left\|x^{[n]}(t)\right\|_{1} \leq e^{\omega_{2} t}\left(\breve{w}+\|\breve{x}\|_{1}\right)
$$

Suppose $\tau_{n}<\infty$. The growth bounds in Assumption 6 imply that $g\left(t, w^{[n]}\right.$, $\left.x^{[n]}\right)$ and $f\left(t, w^{[n]}, x^{[n]}\right)$ are bounded on $\left[0, \tau_{n}\right)$. It follows from the variation of parameters formula,

$$
\begin{aligned}
w^{[n]}(t) & =\breve{w}+\int_{0}^{t} f\left(s, w^{[n]}(s), x^{[n]}(s)\right) d s \\
x^{[n]}(t) & =S_{1}^{[n]}(t) \breve{x}+\int_{0}^{t} S_{1}^{[n]}(t-s) g\left(s, w^{[n]}(s), x^{[n]}(s)\right) d s
\end{aligned}
$$

that $w^{[n]}$ and $x^{[n]}$ can be continuously extended to $\left[0, \tau_{n}\right]$. By the local existence theorem they can be extended to an interval larger than $\left[0, \tau_{n}\right]$, contradicting the maximality of the solution.

We return to the solution $(w, x)$ in Theorem 5 which, by (1.23), is given by

$$
\begin{aligned}
& w(t)=\breve{w}+\int_{0}^{t} f(s, w(s), x(s)) d s \\
& x(t)=S_{1}(t) \breve{x}+\int_{0}^{t} S_{1}(t-s) g(s, w(s), x(s)) d s
\end{aligned}
$$

We subtract this system of equations from the previous,

$$
\left|w(t)-w^{[n]}(t)\right| \leq \int_{0}^{t}\left|f(s, w(s), x(s))-f\left(s, w^{[n]}(s), x^{[n]}(s)\right)\right| d s
$$

and

$$
\begin{aligned}
& \left\|x(t)-x^{[n]}(t)\right\| \\
\leq & \left\|\left[S_{1}(t)-S_{1}^{[n]}(t)\right] \breve{x}\right\|_{1} \\
& +\int_{0}^{t}\left\|\left[S_{1}(t-s)-S_{1}^{[n]}(t-s)\right] g(s, w(s), x(s))\right\|_{1} d s \\
& +\int_{0}^{t}\left\|S_{1}^{[n]}(t-s)\right\|_{1}\left\|g(s, w(s), x(s))-g\left(s, w^{[n]}(s), x^{[n]}(s)\right)\right\|_{1} d s
\end{aligned}
$$

We use $\left\|S_{1}^{[n]}(t)\right\|_{1} \leq e^{\omega t}$ (Theorem 3) and the Lipschitz conditions for $f$ and $g$ in Assumption 4. For every $r \in(0, \tau)$, we find a Lipschitz constant $\Lambda_{r}$ such that

$$
\begin{aligned}
& \left|w(t)-w^{[n]}(t)\right|+\left\|x(t)-x^{[n]}(t)\right\|_{1} \\
\leq & \left\|\left[S_{1}(t)-S_{1}^{[n]}(t)\right] \breve{x}\right\|_{1} \\
& +\int_{0}^{t}\left\|\left[S_{1}(t-s)-S_{1}^{[n]}(t-s)\right] g(s, w(s), x(s))\right\|_{1} d s \\
& +\Lambda_{r} \int_{0}^{t} e^{\omega(t-s)}\left(\left|w(s)-w^{[n]}(s)\right|+\left\|x(s)-x^{[n]}(s)\right\|_{1}\right) d s
\end{aligned}
$$

Since

$$
\left\|\left[S^{[n]}(t)-S(t)\right] \breve{x}\right\|_{1} \rightarrow 0, \quad n \rightarrow \infty, t \geq 0, \breve{x} \in \ell^{11}
$$

by Theorem 3, Lebesgue's theorem of dominated convergence implies that second summand on the right hand side of the last inequality converges to 0 for all $t \geq 0$. A Gronwall argument implies that

$$
\left|w(t)-w^{[n]}(t)\right|+\left\|x(t)-x^{[n]}(t)\right\|_{1} \rightarrow 0, \quad n \rightarrow \infty
$$

uniformly for $t$ in every compact subinterval of $[0, \tau)$. This implies that

$$
w(t)+\|x(t)\|_{1} \leq e^{\omega_{2} t}\left(\breve{w}+\|\breve{x}\|_{1}\right), \quad t \in[0, \tau)
$$

A similar argument as before implies that $\tau=\infty$.

### 1.2.3 A semiflow

A map $\Phi: \mathbb{R}_{+} \times \ell_{+}^{11} \rightarrow \ell_{+}^{11}$ is called a semiflow on $\ell_{+}^{11}$ if $\Phi(t+s, \breve{x})=\Phi(t, \Phi(s, \breve{x}))$ for all $t, s \geq 0$ and $\Phi(0, \breve{x})=\breve{x}$ whenever $\breve{x} \in \ell_{+}^{11}$. If $\Phi$ is continuous, it is called a continuous semiflow. The following theorem is essentially proved in the same way as the continuous dependence of solutions of ODEs on initial data with the Gronwall inequality playing a crucial role [53, Thm.46.4] [56, Sec.3].
Theorem 8. Let the assumptions of Theorem 7 be satisfied and $f$ and $g_{j}$ not depend on time $t$. Then the map $\Phi: \mathbb{R}_{+} \times \ell_{+}^{11} \rightarrow \ell_{+}^{11}$ defined by $\Phi(t,(\breve{w}, \breve{x}))=$ $(w(t), x(t))$ with $x$ being a solution of (1.22) is a continuous semiflow.

### 1.3 General metapopulation models and boundedness of solutions

In the following we concentrate on metapopulations to derive boundedness results. A special feature of a certain class of metapopulation models is that the number of patches (islands) does not increase.

### 1.3.1 Decrease or constancy of patch number

We formulate the Assumption that guarantees this feature.
Assumption 9 (a) $\quad \sum_{j=0}^{\infty} \alpha_{j k} \leq 0$ for all $k \in \mathbb{Z}_{+}$
(b) $\quad \sum_{j=0}^{\infty} g_{j}(t, w, x) \leq 0$ for all $t \geq 0, w \geq 0, x \in \ell_{+}^{11}$.

Proposition 1. Let the Assumptions of Theorem 7 and Assumption 9 be satisfied. Then $\|x(t)\| \leq\|\breve{x}\|$ for all $t \geq 0$ for every non-negative solution of (1.22).

Proof. Recall that $x$ solves

$$
x(t)=\breve{x}+A_{1} \int_{0}^{t} x(s) d s+\int_{0}^{t} g(s, w(s), x(s)) d s
$$

Since $x(t) \in \ell_{+}^{11}$,

$$
\begin{aligned}
\|x(t)\| & =\sum_{j=0}^{\infty} x_{j}(t) \\
& =\|\breve{x}\|+\sum_{j=0}^{\infty}\left(A_{1} \int_{0}^{t} x(s) d s\right)_{j}+\int_{0}^{t} \sum_{j=0}^{\infty} g_{j}(s, w(s), x(s)) d s
\end{aligned}
$$

By Lemma 1 and Assumption $9,\|x(t)\| \leq\|\breve{x}\|$ because $\alpha^{\diamond} \leq 0$.
The same proof yields the following result.
Corollary 1. Let the Assumptions of Theorem 7 be satisfied and $\sum_{j=0}^{\infty} \alpha_{j k}=$ 0 for all $k \in \mathbb{Z}_{+}$and $\sum_{j=0}^{\infty} g_{j}(t, w, x)=0$ for all $t, w \geq 0, x \in \ell_{+}^{11}$. Then $\|x(t)\|=\|x(0)\|$ for all $t>0$ and all solutions of (1.22).

### 1.3.2 Uniform eventual boundedness of solutions

Assumption 10 There exist constants $c_{4}, c_{5}, \epsilon_{4}>0$ such that, for all $w \geq 0$, $x \in D_{1} \cap \ell_{+}^{11}$,

$$
\begin{aligned}
& f(t, w, x)+\sum_{k=0}^{\infty}\left(\sum_{j=1}^{\infty} j \alpha_{j k}\right) x_{k}+\sum_{j=1}^{\infty} j g_{j}(t, w, x) \\
& \leq c_{4}\|x\|+c_{5}-\epsilon_{4}\left(w+\sum_{j=1}^{\infty} j x_{j}\right)
\end{aligned}
$$

By Lemma 2, the series in the second term exist. If the previous assumptions are added, the solutions of the model equations are uniformly eventually bounded and the solution semiflow is called dissipative.

Theorem 11. Let Assumption 1, Assumption 4, Assumption 9, and Assumption 10 be satisfied. Then, with the constants $c_{4}, c_{5}, \epsilon_{4}$ from Assumption 10,

$$
w(t)+\sum_{j=1}^{\infty} j x_{j}(t) \leq\left(\breve{w}+\sum_{j=1}^{\infty} j \breve{x}_{j}\right) e^{-\epsilon_{4} t}+\frac{c_{4}\|\breve{x}\|+c_{5}}{\epsilon_{4}}
$$

for all solutions $(w, x)$ of (1.1) with initial data $\breve{w} \geq 0, \breve{x} \in \ell_{+}^{11}$.
Proof. The Assumptions 9 and 10 imply Assumption 6, and we have global solutions for the initial values in question by Theorem 7. By Proposition 1, $\|x(t)\| \leq\|\breve{x}\|$ for all $t \geq 0$. We consider the functions $x^{[n]}$ on $[0, \infty)$ in (1.24) which approximate $x$ by Remark 3. By estimate (1.26),

$$
\begin{aligned}
&\left(w^{[n]}(t)+\sum_{j=1}^{\infty} j x_{j}^{[n]}(t)\right) \\
& \leq \breve{w}+\sum_{j=1}^{\infty} j \breve{x}_{j}+\int_{0}^{t} f\left(t, w^{[n]}(s), x^{[m]}(s)\right) d s \\
&+\sum_{k=0}^{\infty}\left(\sum_{j=0}^{\infty} j \alpha_{j k}\right) \int_{0}^{t} x_{k}^{[n]}(s) d s+\int_{0}^{t} \sum_{j=0}^{\infty} j g_{j}\left(s, w^{[n]}(s), x^{[n]}(s)\right) d s .
\end{aligned}
$$

By Lemma 2, the double series exists absolutely. Since the functions $x_{k}^{[n]}$ are non-negative, we can interchange the series and the integral. By Assumption 10 (notice that $\int_{0}^{t} x^{[n]}(s) d s \in D_{1}$ ),

$$
\begin{aligned}
& w^{[n]}(t)+\sum_{j=1}^{\infty} j x_{j}^{[n]}(t) \leq \breve{w}+\sum_{j=1}^{\infty} j \breve{x}_{j}+c_{4} \int_{0}^{t}\left\|x^{[n]}(s)\right\| d s+c_{5} t \\
&-\epsilon_{4}\left(\int_{0}^{t} w^{[n]}(s) d s+\int_{0}^{t}\left(\sum_{j=1}^{\infty} j x_{j}^{[n]}(s)\right) d s\right) .
\end{aligned}
$$

By Gronwall's inequality,

$$
\begin{aligned}
w^{[n]}(t)+\sum_{j=1}^{\infty} j x^{[n]}(t) \leq & e^{-\epsilon_{4} t}\left(\breve{w}+\sum_{j=1}^{\infty} j \breve{x}_{j}\right)+\frac{c_{5}}{\epsilon_{4}} \\
& +c_{4} \int_{0}^{t}\left\|x^{[n]}(t-s)\right\| e^{-\epsilon_{4} s} d s
\end{aligned}
$$

We take the limit $n \rightarrow \infty$, use $\|x(t)\| \leq\|\breve{x}\|$ and obtain the statement of this theorem.

### 1.4 Extinction without migration or colonization of empty patches

If there is no emigration from the patches, we can assume that the average number of migrating individuals (wanderers), $w(t)$, is exponentially decreasing, more generally, $w$ bounded on $[0, \infty), \int_{0}^{\infty} w(t) d t<\infty$. In this section we derive conditions such that this implies that the solutions of (1.22) satisfy

$$
\sum_{j=1}^{\infty} j x_{j}(t) \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

i.e., the occupant part of the population goes extinct together with its migrating part. We also show that the occupant population goes extinct if empty patches are not colonized.

Assumption 12 (a) $\sum_{j=0}^{\infty} \alpha_{j k} \leq 0, \quad k=0,1,2, \ldots$.
(b) For all $k \in \mathbb{N}$ there is some $j \in \mathbb{Z}_{+}, j<k$, such that $\alpha_{j k}>0$.
(c) $g_{j}(0, x)=0$ for all $x \in \ell_{+}^{11}, j=0,1, \ldots$.
(d) $\sum_{j=0}^{\infty} g_{j}(w, x) \leq 0$ for all $w \geq 0, x \in \ell_{+}^{11}$.
(e) There exists a constant $c>0$ such that

$$
\sum_{j=1}^{\infty} j g_{j}(w, x) \leq c w\|x\| \text { for all } w \geq 0, x \in \ell_{+}^{11}
$$

(f) $\limsup _{k \rightarrow \infty} \sum_{j=0}^{\infty} \frac{j \alpha_{j k}}{k}<0$.

If the Assumptions 1,4 (for $g$ ), 10 , and 12 are satisfied, then also the Assumptions 9 are satisfied and unique solutions exists to (1.22) which are defined and bounded on $[0, \infty)$.

Proposition 2. Let the Assumption 1, 4, 10, and 12 be satisfied. Let $c>0$ be the number in Assumption 12. Then there exist $m \in \mathbb{N}$ and $\epsilon_{1}>0$ such that for every solution $x$ of (1.22) with $\breve{x} \in \ell_{+}^{11}$,

$$
\begin{aligned}
\sum_{j=1}^{\infty} j x_{j}(t) \leq & e^{-\epsilon_{1} t} \sum_{j=1}^{\infty} j \breve{x}_{j}+\int_{0}^{t} e^{-\epsilon_{1}(t-s)} \sum_{k=0}^{m-1} \xi_{k} x_{k}(s) d s \\
& +c\|\breve{x}\| \int_{0}^{t} e^{-\epsilon_{1}(t-s)} w(s) d s
\end{aligned}
$$

where $\xi_{k}=\sum_{j=1}^{\infty} \alpha_{j k}+\epsilon_{1} k$.
Proof. Let $x^{[n]}$ be the solutions of (1.24) which approximate $x$. By (1.26),

$$
\begin{aligned}
\left\|x^{[n]}(t)\right\| \leq & \leq \breve{x} \|, \\
\sum_{j=1}^{\infty} j x_{j}^{[n]}(t) \leq & \sum_{j=1}^{\infty} j \breve{x}_{j}+\sum_{k=0}^{\infty} \tilde{\xi}_{k} \int_{0}^{t} x_{k}^{[n]}(s) d s \\
& +\int_{0}^{t}\left(\sum_{j=1}^{\infty} j g_{j}\left(w(s), x^{[n]}(s)\right)\right) d s .
\end{aligned}
$$

By part (f) of Assumptions 12, $\tilde{\xi}_{k} \leq-\epsilon_{1} k$ for $k \geq m$ with appropriate $\epsilon_{1}>0$, $m \in \mathbb{N}$, and, by part (e),

$$
\begin{aligned}
\sum_{j=1}^{\infty} j x_{j}^{[n]}(t) \leq & \sum_{j=1}^{\infty} j \breve{x}_{j}+\sum_{k=0}^{m-1} \tilde{\xi}_{k} \int_{0}^{t} x_{k}^{[n]}(s) d s-\epsilon_{1} \sum_{k=m}^{\infty} k \int_{0}^{t} x_{k}^{[n]}(s) d s \\
& +\int_{0}^{t}\left(\sum_{j=0}^{\infty} c w(s) x_{j}^{[n]}(s)\right) d s \\
= & \sum_{j=1}^{\infty} j \breve{x}_{j}+\sum_{k=0}^{m-1} \xi_{k} \int_{0}^{t} x_{k}^{[n]}(s) d s-\epsilon_{1} \sum_{k=0}^{\infty} k \int_{0}^{t} x_{k}^{[n]}(s) d s \\
& +\int_{0}^{t} c w(s)\left\|x^{[n]}(s)\right\| d s
\end{aligned}
$$

with $\xi_{k}=\tilde{\xi}_{k}+\epsilon_{1} k$. We take the limit as $n \rightarrow \infty$, obtain $\|x(t)\| \leq\|\breve{x}\|$ and

$$
\begin{aligned}
\sum_{j=1}^{\infty} j x_{j}(t) \leq & \sum_{j=1}^{\infty} j \breve{x}_{j}+\sum_{k=0}^{m-1} \xi_{k} \int_{0}^{t} x_{k}(s) d s-\epsilon_{1} \int_{0}^{t} \sum_{k=1}^{\infty} k x_{k}(s) d s \\
& +\int_{0}^{t} c w(s)\|\breve{x}\| d s
\end{aligned}
$$

Gronwall's inequality implies the assertion.

Next we show that the size of the occupant population tends to zero as $t \rightarrow \infty$ if there is no emigration from patches and the migrating part of the metapopulation decreases exponentially as a result.

Theorem 13. Let Assumptions 1, 4, 10, and 12 be valid. Further let $\alpha_{00}=0$. Let $w, x$ be a solution of (1.22) on $[0, \infty)$ such that $w$ is bounded on $\mathbb{R}_{+}$and $\int_{0}^{\infty} w(t) d t<\infty$. Then

$$
\sum_{k=1}^{\infty} k \int_{0}^{\infty} x_{k}(s) d s<\infty \quad \text { and } \quad \sum_{k=1}^{\infty} k x_{k}(t) \rightarrow 0, \quad t \rightarrow \infty
$$

We mention that the assumption $\alpha_{00}=0$ together with the other assumptions on the coefficients $\alpha_{j k}$ implies that $\alpha_{j 0}=0$ for all $j \in \mathbb{Z}_{+}$.

Proof. Recall that $x$ is an integral solution,

$$
x(t)-\breve{x}=A_{1} \int_{0}^{t} x(s)+\int_{0}^{t} g(w(s), x(s)) d s
$$

For the single terms this means that

$$
x_{j}(t)-\breve{x}_{j}=\sum_{k=1}^{\infty} \alpha_{j k} \int_{0}^{t} x_{k}(s) d s+\int_{0}^{t} g_{j}(w(s), x(s)) d s
$$

Recall that $x_{k}$ is non-negative, $\alpha_{j k} \geq 0$ for $j \neq k$, and $x_{j}(t) \leq\|\breve{x}\|$. By Theorem 11, the functions $w$ and $x$ (with values in $\ell^{11}$ ) are bounded. Since $g_{j}(0, x)=0$ and $g_{j}$ are locally Lipschitz continuous, there exist constants $\Lambda_{j}>0$ such that, for all $j, k \in \mathbb{Z}_{+}, j \neq k, t \geq 0$,

$$
\alpha_{j, k} \int_{0}^{t} x_{k}(s) d s \leq\left|\alpha_{j j}\right| \int_{0}^{t} x_{j}(s) d s+\|\breve{x}\|+\Lambda_{j} \int_{0}^{t} w(s) d s
$$

Let $k \in \mathbb{N}$ be arbitrary. By successive application of Assumption 12 (b) we find numbers $k_{0}<\cdots<k_{m}$ such that $k_{0}=0, k_{m}=k$ and $\alpha_{k_{i}, k_{i+1}}>0$ for $i=0, \ldots, m-1$. Since $\alpha_{00}=0$,

$$
\alpha_{0 k_{1}} \int_{0}^{t} x_{k_{1}}(s) d s \leq\|\breve{x}\|+\Lambda_{0} \int_{0}^{t} w(s) d s
$$

Since $\int_{0}^{\infty} w(s) d s<\infty$, also $\int_{0}^{\infty} x_{k_{1}}(s) d s<\infty$. Since $\alpha_{k_{i}, k_{i+1}}>0$, we obtain step by step that

$$
\int_{0}^{\infty} x_{k_{i}}(s) d s<\infty \quad \forall i=1,2, \ldots, m
$$

in particular $\int_{0}^{\infty} x_{k}(s) d s<\infty$ where $k \in \mathbb{N}$ has been arbitrary. The claims now follow from the inequality in Proposition 2, the first by integrating it, the second by applying Lebesgue's theorem of dominated convergence. Notice that $\xi_{0}=0$ because $\alpha_{j 0}=0$ for all $j \in \mathbb{Z}_{+}$.

We turn to the case that empty patches are not colonized. This is mathematically captured in the assumption that the function $g_{0}$ is non-negative.
Theorem 14. Let Assumptions 1, 4, 10, and 12 be valid. Further let $\alpha_{00}=0$ and $g_{0}(w, x) \geq 0$ for all $w \geq 0, x \in \ell_{+}^{11}$. Let $x$ be a solution of (1.22) on $[0, \infty)$ with values in $\ell_{+}^{11}$. Then

$$
\sum_{k=1}^{\infty} k \int_{0}^{\infty} x_{k}(s) d s<\infty \quad \text { and } \quad \sum_{k=1}^{\infty} k x_{k}(t) \rightarrow 0, \quad t \rightarrow \infty
$$

Proof. We revisit the proof of Theorem 13. From the integral equation for $x_{0}$, we obtain the inequality,

$$
\alpha_{01} \int_{0}^{t} x_{1}(s) d s \leq\|\breve{x}\|-\int_{0}^{t} g_{0}(w(s), x(s)) d s \leq\|\breve{x}\| \quad \forall t \geq 0
$$

Except for this modification, the proof proceeds in exactly the same way.

### 1.5 A more specific metapopulation model

For the rest of the chapter we restrict our considerations which concern qualitative aspects of metapopulation models (compact attractors, (in)stability of equilibria, persistence) to a somewhat more specific model framework in order to cut down on obscuring technicalities,

$$
\begin{align*}
w^{\prime} & =\sum_{k=1}^{\infty} \eta_{k} x_{k}-w \sum_{k=0}^{\infty} \sigma_{k} x_{k}-\delta w, \\
x_{j}^{\prime} & =\sum_{k=0}^{\infty} \alpha_{j k} x_{k}+w \sum_{k=0}^{\infty} \gamma_{j k} x_{k}, \quad j=0,1, \ldots \tag{1.27}
\end{align*}
$$

The coefficients $\gamma_{j k}$ describe the transition from patches with $k$ occupants to patches with $j$ occupants due to immigrating dispersers. The terms $\sigma_{k}$ describe the average loss rate of dispersers due to settlement on a patch with $k$ occupants. Below we will impose a balance equation or inequality linking $\gamma_{j k}$ and $\sigma_{k}$. The coefficients $\eta_{k}$ describe the rate at which individuals emigrate from a patch with $k$ occupants. $\delta>0$ is the per capita mortality rate of dispersers. We assume the following.

Assumption 15 (a) $\alpha_{j j}, \gamma_{j j} \leq 0 \leq \alpha_{j k}, \gamma_{j k}$ for $j \neq k, j, k \in \mathbb{Z}_{+}$. Further

$$
\sum_{j=0}^{\infty} \alpha_{j k} \leq 0 \text { and } \sum_{j=0}^{\infty} \gamma_{j k} \leq 0 \text { for all } k \in \mathbb{Z}_{+}
$$

(b) There exist constants $c_{0}, c_{1}>0, \epsilon>0$ such that

$$
\sum_{j=1}^{\infty} j \alpha_{j k} \leq c_{0}+c_{1} k-\epsilon\left|\alpha_{k k}\right| \quad \forall k \in \mathbb{Z}_{+}
$$

(c) There exists a constant $c_{7}>0$ such that $0 \leq \eta_{k}, \sigma_{k} \leq c_{7} k$ for all $k \in \mathbb{N}$.
(d) There exists a constant $c_{8}>0$ such that $\sum_{j=1}^{\infty} j\left|\gamma_{j k}\right| \leq c_{8}(1+k)$ for all $k \in \mathbb{Z}_{+}$.
(e) $\sum_{j=1}^{\infty} j \gamma_{j k} \leq \sigma_{k}$ for all $k \in \mathbb{Z}_{+}$.

Part (e) of the last assumption expresses a balance law which guarantees that the rate at which a patch with $k$ occupants gains new occupants through immigration of dispersers does not exceed the rate at which dispersers leave the disperser pool to settle on a patch with $k$ occupants. A strict inequality means that some dispersers die during the immigration. Mathematically part (e), together with part (c), implies that the second part of Assumption 6 is satisfied. The first part of that assumption, with $c_{3}=0$, is satisfied by Assumption 15 (a). The other parts of Assumption 15 either repeat the Assumptions 1 or make sure that the functions $f$ and $g$ in Assumptions 4 are well-defined and satisfy the Lipschitz conditions. Theorem 7 implies the following result.

Theorem 16. Let the Assumptions 15 be satisfied. Then, for every $\breve{w} \in[0, \infty)$ and $\breve{x} \in \ell_{+}^{11}$, there exists a unique integral solution $w:[0, \infty) \rightarrow \mathbb{R}_{+}, x$ : $[0, \infty) \rightarrow \ell_{+}^{11}$ of (1.27),

$$
\begin{align*}
& w^{\prime}=\sum_{k=1}^{\infty} \eta_{k} x_{k}-w \sum_{k=0}^{\infty} \sigma_{k} x_{k}-\delta w \\
& x_{j}(t)-\breve{x}_{j}=\sum_{k=0}^{\infty} \alpha_{j k} \int_{0}^{t} x_{k}(s) d s+\sum_{k=0}^{\infty} \gamma_{j k} \int_{0}^{t} w(s) x_{k}(s) d s  \tag{1.28}\\
& j=0,1, \ldots
\end{align*}
$$

The solution satisfies the estimates

$$
\|x(t)\| \leq\|\breve{x}\|, \quad|w(t)|+\|x(t)\|_{1} \leq\left(\breve{w}+\|\breve{x}\|_{1}\right) e^{\omega_{2} t}
$$

with some $\omega_{2}>0$.
We add an assumption to obtain uniform eventual boundedness of solutions.
Assumption 17 There exists constants $c_{4}>0$ and $\epsilon_{4}>0$ such that

$$
\eta_{k}+\sum_{j=1}^{\infty} j \alpha_{j k} \leq c_{4}-\epsilon_{4} k \quad \forall k \in \mathbb{Z}_{+}
$$

In order to check Assumption 10, we observe that, by Lemma 2, for $x \in D_{1}$,

$$
\begin{aligned}
\sum_{k=0}^{\infty} \eta_{k} x_{k}+\sum_{k=0}^{\infty}\left(\sum_{j=1}^{\infty} j \alpha_{j k}\right) x_{k} & =\sum_{k=0}^{\infty}\left(\eta_{k}+\sum_{j=1}^{\infty} j \alpha_{j k}\right) x_{k} \\
& \leq c_{4}\|x\|-\epsilon_{4} \sum_{k=1}^{\infty} k x_{k}
\end{aligned}
$$

If we combine this inequality with the one in Assumption 15 (e), Assumption 10 follows with $c_{5}=0$. One readily checks that the other assumptions of Theorem 11 are satisfied.

Theorem 18. Let the Assumptions 15 and Assumption 17 be satisfied. Then, with the constants $c_{4}$ and $\epsilon_{4}>0$ from Assumption 17,

$$
w(t)+\sum_{j=1}^{\infty} j x_{j}(t) \leq\left(\breve{w}+\sum_{j=1}^{\infty} j \breve{x}_{j}\right) e^{-\epsilon_{4} t}+\frac{c_{4}\|\breve{x}\|}{\epsilon_{4}}
$$

for all solutions $(w, x)$ of (1.1) with initial data $\breve{w} \geq 0, \breve{x} \in \ell_{+}^{11}$. Further $\|x(t)\| \leq\|\breve{x}\|$ for all $t \geq 0$.

### 1.5.1 Extinction without migration or colonization

The metapopulation in system (1.27) dies out, if there is no emigration from the patches or if empty patches are not colonized.

Corollary 2. Let Assumptions 15 and 17 be valid. Assume that $\alpha_{00}=0$ and that for all $k \in \mathbb{N}$ there is some $j \in \mathbb{Z}_{+}, j<k$, such that $\alpha_{j k}>0$. Further let $\left(\sigma_{j}\right)$ be a bounded sequence and $\limsup _{k \rightarrow \infty} \sum_{j=1}^{\infty} \frac{j \alpha_{j k}}{k}<0$. Finally and most importantly let $\gamma_{00}=0$ or $\eta_{j}=0$ for all $j \in \mathbb{N}$. Then, for model (1.27),

$$
\sum_{k=1}^{\infty} k \int_{0}^{\infty} x_{k}(s) d s<\infty \quad \text { and } \quad \lim _{t \rightarrow \infty} \sum_{k=1}^{\infty} k x_{k}(t)=0
$$

Proof. If $\gamma_{00}=0$, the statement follows from Theorem 14. If $\eta_{j}=0$ for all $j \in \mathbb{N}$, then $w^{\prime} \leq-\delta w$ by (1.27) and $\int_{0}^{\infty} w(t) d t<\infty$ and $w$ is bounded on $\mathbb{R}_{+}$. The statement now follows from Theorem 13.

### 1.5.2 An a priori estimate for equilibria

An equilibrium of (1.27) is a time-independent solution of (1.27). Equivalently it is a time-independent solution of (1.28). In either case, an equilibrium $(w, x)$, $w \geq 0, x=\left(x_{k}\right) \in \ell_{+}^{11}$ satisfies $x \in D\left(A_{1}\right)$ and

$$
\begin{align*}
\delta w & =\sum_{k=1}^{\infty} \eta_{k} x_{k}-w \sum_{k=0}^{\infty} \sigma_{k} x_{k}  \tag{1.29}\\
0 & =A_{1} x+w \Gamma x
\end{align*}
$$

where $\left[A_{1} x\right]_{j}=\sum_{k=0}^{\infty} \alpha_{j k} x_{k}, x \in D\left(A_{1}\right)$, and $[\Gamma x]_{j}=\sum_{k=0}^{\infty} \gamma_{j k} x_{k}, x \in \ell^{11}$. $\Gamma$ maps $\ell_{+}^{11}$ into $\ell_{+}^{11}$ by Assumption 15.

Theorem 19. Let the Assumptions 15 and 17 be satisfied. Then, for every solution $x \in D\left(A_{1}\right) \cap \ell_{+}^{11}$ of $0=A_{1} x+w \Gamma x$, where $w \geq 0$ is given, we have the estimate

$$
\sum_{k=1}^{\infty} \eta_{k} x_{k}-w \sum_{k=0}^{\infty} \sigma_{k} x_{k} \leq c_{4}
$$

with $c_{4}$ from Assumption 17. If $(w, x)$ is an equilibrium of (1.27), we also have $\delta w \leq c_{4}$.

Proof. Let $x \in \ell_{+}^{11} \cap D\left(A_{1}\right)$ satisfy $A_{1} x+w \Gamma x=0$. Then

$$
\int_{0}^{t} S_{1}(s) w \Gamma x d s=-\int_{0}^{t} S_{1}(s) A_{1} x d s=x-S_{1}(t) x
$$

By Theorem 3, for every $t \geq 0, x=\lim _{n \rightarrow \infty} x^{[n]}(t)$ where

$$
x^{[n]}(t)=S_{1}^{[n]}(t) x+w \int_{0}^{t} S_{1}^{[n]}(s) \Gamma x d s
$$

Since the semigroups $S_{1}^{[n]}$ are differentiable (Lemma 3), we can differentiate $x^{[n]}(t)$ in $\ell^{11}$ for $t>0$ and

$$
\frac{d}{d t} x^{[n]}(t)=A_{1}^{[n]} x^{[n]}(t)+w \Gamma x
$$

By (1.11), Assumption 15 and Assumption 17,

$$
\begin{aligned}
& \frac{d}{d t} \sum_{j=1}^{\infty} j x_{j}^{[n]}(t) \\
= & \sum_{k=0}^{n}\left(\sum_{j=1}^{n} j \alpha_{j k}\right) x_{k}^{[n]}(t)+\sum_{j=n+1}^{\infty} j \alpha_{j j} x_{j}^{[n]}(t)+w \sum_{k=0}^{\infty}\left(\sum_{j=1}^{\infty} j \gamma_{j k}\right) x_{k} \\
\leq & \sum_{k=0}^{\infty}\left(\sum_{j=1}^{\infty} j \alpha_{j k}\right) x_{k}^{[n]}(t)+w \sum_{k=0}^{\infty} \sigma_{k} x_{k} \\
\leq & \sum_{k=0}^{\infty}\left(c_{4}-\epsilon_{4} k-\eta_{k}\right) x_{k}^{[n]}(t)+w \sum_{k=0}^{\infty} \sigma_{k} x_{k}
\end{aligned}
$$

We integrate this inequality,

$$
\begin{aligned}
\sum_{j=1}^{n} j x_{j}^{[n]}(t) \leq & \sum_{j=1}^{n} j x_{j} e^{-\epsilon_{4} t}+\frac{c_{4}}{\epsilon_{4}}-\int_{0}^{t} \sum_{k=0}^{n} \eta_{k} x_{k}^{[n]}(t-s) e^{-\epsilon_{4} s} d s \\
& +w \int_{0}^{t} \sum_{k=0}^{\infty} \sigma_{k} x_{k} e^{-\epsilon_{4} s} d s
\end{aligned}
$$

We first take the limit $n \rightarrow \infty$ and then the limit $t \rightarrow \infty$,

$$
\sum_{j=1}^{\infty} j x_{j} \leq \frac{c_{4}}{\epsilon_{4}}-\frac{1}{\epsilon_{4}} \sum_{k=0}^{\infty} \eta_{k} x_{k}+\frac{w}{\epsilon_{4}} \sum_{k=0}^{\infty} \sigma_{k} x_{k}
$$

In particular,

$$
\sum_{k=1}^{\infty} \eta_{k} x_{k}-w \sum_{k=0}^{\infty} \sigma_{k} x_{k} \leq c_{4}
$$

### 1.6 Compact attractors

We continue to study the metapopulation model (1.27) under the Assumptions 15 and 17 . We now fix the number of initial patches to be $N \in \mathbb{N}$ and choose the state space

$$
X_{N}=\left\{(w, x) \in \mathbb{R}_{+} \times \ell_{+}^{11} ;\|x\| \leq N\right\}
$$

We let $f$ and $g$ be independent of time. By Theorem 16 and Theorem 8,

$$
\Phi(t,(\breve{w}, \breve{x}))=(w(t), x(t)), \quad t \geq 0,
$$

is a continuous semiflow on $X_{N}$. In the following it is convenient to introduce the notation $\Phi_{t}(x)=\Phi(t, x)$ for $t \geq 0, x \in X$. This way we obtain a family of maps $\left\{\Phi_{t} ; t \geq 0\right\}$ on $X_{N}$ with the property $\Phi_{t} \circ \Phi_{s}=\Phi_{t+s}$ in nonlinear analogy to operator semigroups.

Let $B \subseteq X_{N}$. A nonempty compact invariant subset $C$ of $X_{N}$ is called a compact attractor of $B$ if for every open set $U, C \subseteq U \subseteq X_{N}$, there exists some $r \geq 0$ such that $\Phi_{t}(B) \subseteq U$ for all $t \geq r$.

Equivalently, $d\left(\Phi_{t}(x), C\right) \rightarrow 0$ as $t \rightarrow \infty$, uniformly in $x \in B$. Here $d(y, B)=\inf \{d(y, z) ; z \in B\}$ is the distance from the point $y$ to the set $B$.

A nonempty compact invariant subset $C$ of $X_{N}$ is called the compact attractor of bounded subsets of $X_{N}$ if $C$ is a compact attractor of every bounded subset $B$ of $X_{N}$. Obviously, by its invariance, a compact attractor of bounded subsets is uniquely determined.

General results concerning compact attractors of bounded sets can be found in [26] and [53]. They involve concepts like dissipativity and asymptotic smoothness of the semiflow. For this particular semiflow a more direct approach seems to work better. We need some additional assumptions.

Assumption 20 (a) $\sup _{k \in \mathbb{N}} \frac{\left|\alpha_{j k}\right|}{k}<\infty$ for all $j \in \mathbb{Z}_{+}$.
(b) $\sup _{k \in \mathbb{N}} \frac{\left|\gamma_{j k}\right|}{k}<\infty$ for all $j \in \mathbb{Z}_{+}$.
(c) $\sup _{k \in \mathbb{N}} \sigma_{k}<\infty$.

Our main tool is the separation measure of non-compactness [3, II.3], $\alpha_{s}$, which has the following sequential characterization in a metric space $(X, d)$. If $Y \subseteq X$,

$$
\begin{align*}
& \alpha_{s}(Y)=\inf \left\{c>0 ; \text { each sequence }\left(x_{n}\right) \text { in } Y\right. \text { has a } \\
& \left.\quad \text { subsequence }\left(x_{n_{j}}\right) \text { with } \limsup _{j, k \rightarrow \infty} d\left(x_{n_{j}}, x_{n_{k}}\right) \leq c\right\} . \tag{1.30}
\end{align*}
$$

It is related to the Kuratowski and the Hausdorff measures of non-compactness, $\alpha_{K}$ and $\alpha_{H}$, by

$$
\begin{equation*}
\alpha_{H}(Y) \leq \alpha_{s}(Y) \leq \alpha_{K}(Y) \leq 2 \alpha_{H}(Y), \quad Y \subseteq X \tag{1.31}
\end{equation*}
$$

We will use the following two of its properties:
Lemma 4. (a) $\alpha_{s}(B)=\alpha_{s}(\bar{B})$ for any bounded subset $B$ of $X$ and its closure $\bar{B}$.
(b) Let $(X, d)$ be a complete metric space. If $B_{t}$ is a family of non-empty, closed, bounded sets defined for $t>r$ that satisfy $B_{t} \subseteq B_{s}$ whenever $s \leq t$ and $\alpha_{s}\left(B_{t}\right) \rightarrow 0$ as $t \rightarrow \infty$, then $\cap_{t>r} B_{t}$ is a nonempty compact set.
(a) follows from (1.30), while (b) is a consequence of the inequality (1.31) and the fact that $\alpha_{H}$ and $\alpha_{K}$ satisfy (b) [3, II.2].

Lemma 5. Let $\Phi$ be a semiflow and $B$ a bounded set and $r \geq 0$ such $\Phi_{t}(B) \subseteq$ $B$ for all $t \geq r, \alpha_{s}\left(\Phi_{t}(B)\right) \rightarrow 0$ for $r \leq t \rightarrow \infty$. Then $B$ has a compact attractor, namely

$$
\omega(B)=\bigcap_{t \geq 0} \overline{\bigcup_{s \geq t} \Phi_{s}(B)}
$$

This result holds for any measure of non-compactness.
Proof. Let $B_{t}=\overline{\bigcup_{s \geq t} \Phi_{s}(B)}$. Then $B_{t} \subseteq B$ for $t \geq r$. By definition $B_{t}$ is a decreasing family of subsets of $B_{0}$. For $t \geq r$,

$$
B_{t}=\overline{\Phi_{t-r}\left(\bigcup_{s \geq t} \Phi_{s+r-t}(B)\right)} \subseteq \overline{\Phi_{t-r}(B)}
$$

By Lemma 4 (a),

$$
\alpha_{s}\left(B_{t}\right) \leq \alpha_{s}\left(\Phi_{t-r}(B)\right) \rightarrow 0, \quad r \leq t \rightarrow \infty
$$

By Lemma $4(\mathrm{~b}), \omega(B)=\bigcap_{t \geq 0} B_{t}$ is non-empty and compact. Suppose that $\omega(B)$ does not attract $B$. Then there exist sequences $x_{n} \in B$ and $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$ and $\epsilon>0$ such that $d\left(\Phi\left(t_{n}, x_{n}\right), \omega(B)\right)>\epsilon$. Define

$$
C_{m}=\overline{\left\{\Phi\left(t_{n}, x_{n}\right) ; n \geq m\right\}}
$$

Then $C_{m+1} \subseteq C_{m}$ for all $m \in \mathbb{N}$. Further

$$
C_{m}=\overline{\Phi_{t_{m}-r}\left(\left\{\Phi\left(t_{n}+r-t_{m}, x_{n}\right) ; n \geq m\right\}\right)} \subseteq \overline{\Phi_{t_{m}-r}(B)}
$$

By assumption, $\alpha_{s}\left(C_{m}\right) \rightarrow 0$ as $m \rightarrow \infty$. So $\bigcap_{m \in \mathbb{N}} C_{m}$ is non-empty and compact. Choose $z$ in this intersection. Then $z \in \omega(B)$ and $d\left(\Phi\left(t_{n}, x_{n}\right), z\right)<\epsilon$ for some $n \in \mathbb{N}$, a contradiction. Since $\omega(B)$ is compact and attracts $B$, it is invariant [26, Lemma 3.3.1].

Theorem 21. Let the Assumption 15, Assumption 17, and Assumption 20 be satisfied. Then the semiflow $\Phi$ on $X_{N}$ induced by the solutions of (1.27) has a compact attractor of all bounded subsets of $X_{N}$.

Proof. Let $B_{0}$ be the following bounded set.

$$
B_{0}=\left\{(w, x) \in X_{N} ; w+\sum_{j=1}^{\infty} j x_{j} \leq \frac{c_{4} N}{\epsilon_{4}}+1\right\}
$$

where $c_{4}$ and $\epsilon_{4}$ are the constants from Theorem 18. By Theorem 18, for every bounded set $B$ there exists some $r>0$ such that $\Phi_{t}(B) \subseteq B_{0}$ for all $t \geq r$. So it is sufficient to prove that the set $B_{0}$ has a compact attractor. There exists some $r_{0}>0$ such that $\Phi_{t}\left(B_{0}\right) \subseteq B_{0}$ for all $t \geq r_{0}$. By Lemma 5 it is sufficient to show that $\alpha\left(\Phi_{t}\left(B_{0}\right)\right) \rightarrow 0$.

Let $y, \tilde{y} \in \mathbb{R}$. Then, for sufficiently small $|h|$,

$$
|y+h \tilde{y}|-|y|=\left\{\begin{aligned}
h \tilde{y}, & y>0 \\
|h||\tilde{y}|, & y=0 \\
-h \tilde{y}, & y<0
\end{aligned}\right.
$$

We divide by $h$ and take the limit $h \rightarrow 0$ either from the right or the left,

$$
D_{ \pm}|y| \tilde{y}:=\lim _{h \rightarrow 0 \pm} \frac{|y+h \tilde{y}|-|y|}{h}=\left\{\begin{array}{cc}
\tilde{y}, & y>0 \\
\pm|\tilde{y}|, & y=0 \\
-\tilde{y}, & y<0
\end{array}\right.
$$

In particular,

$$
D_{-}|y| \tilde{y} \leq \tilde{y} \operatorname{sign}_{0}(y) \quad \text { where } \quad \operatorname{sign}_{0}(y)= \begin{cases}1, & y>0 \\ 0, & y=0 \\ -1, & y<0\end{cases}
$$

Let $\breve{x}, \check{x} \in B_{0}$ and $x^{[n]}$ and $\tilde{x}^{[n]}$ be the approximating solutions of $\Phi(\sqcup, \breve{x})$ and $\Phi(\sqcup, \check{x})$ in Remark 3. By [41, VI.4],

$$
\begin{aligned}
& \frac{d_{-}}{d t}\left|x_{j}^{[n]}(t)-\tilde{x}_{j}^{[n]}(t)\right|=D_{-}\left|x_{j}^{[n]}(t)-\tilde{x}_{j}^{[n]}(t)\right|\left(\frac{d}{d t} x_{j}^{[n]}(t)-\frac{d}{d t} \tilde{x}_{j}^{[n]}(t)\right) \\
& \leq\left(\frac{d}{d t} x_{j}^{[n]}(t)-\frac{d}{d t} \tilde{x}_{j}^{[n]}(t)\right) \operatorname{sign}_{0}\left(x_{j}^{[n]}(t)-\tilde{x}_{j}^{[n]}(t)\right)
\end{aligned}
$$

Here $\frac{d_{-}}{d t}$ denotes the left derivative. Notice that $y \operatorname{sign}_{0}(y)=|y|$. By (1.24) and (1.27), for $j=1, \ldots, n$,

$$
\begin{aligned}
\frac{d_{-}}{d t}\left|x_{j}^{[n]}(t)-\tilde{x}_{j}^{[n]}(t)\right| & \leq \sum_{k=0}^{n} \alpha_{j k}\left|x_{k}^{[n]}(t)-\tilde{x}_{k}^{[n]}(t)\right| \\
& +w^{[n]}(t) \sum_{k=0}^{\infty} \gamma_{j k}\left|x_{k}^{[n]}(t)-\tilde{x}_{k}^{[n]}(t)\right| \\
& +\left|w^{[n]}(t)-\tilde{w}^{[n]}(t)\right| \sum_{k=0}^{\infty}\left|\gamma_{j k}\right|\left|\tilde{x}_{k}^{[n]}(t)\right|
\end{aligned}
$$

We multiply this inequality by $j$, add over $j=1, \ldots, n$, change the order of summation and use $\alpha_{j k} \geq 0$ for $j \neq k$,

$$
\begin{aligned}
& \frac{d_{-}}{d t} \sum_{j=1}^{n} j\left|x_{j}^{[n]}(t)-\tilde{x}_{j}^{[n]}(t)\right| \\
\leq & \sum_{k=0}^{n}\left(\sum_{j=1}^{\infty} j \alpha_{j k}\right)\left|x_{k}^{[n]}(t)-\tilde{x}_{k}^{[n]}(t)\right| \\
& +w^{[n]}(t) \sum_{k=0}^{\infty}\left(\sum_{j=1}^{n} j \gamma_{j k}\right)\left|x_{k}^{[n]}(t)-\tilde{x}_{k}^{[n]}(t)\right| \\
& +\left|w^{[n]}(t)-\tilde{w}^{[n]}(t)\right| \sum_{k=0}^{\infty}\left(\sum_{j=1}^{\infty} j\left|\gamma_{j k}\right|\right)\left|\tilde{x}_{k}^{[n]}(t)\right| .
\end{aligned}
$$

Notice that $\sum_{j=1}^{\infty} j\left|\gamma_{j k}\right| \leq c_{8}(k+1)$ for all $k \in \mathbb{Z}_{+}$by Assumption 15 (d). By Assumption 17, we can choose $\epsilon>0$ and $m \in \mathbb{N}$ such that $\sum_{j=1}^{\infty} j \alpha_{j k} \leq-\epsilon k$ for all $k>m$. Set $\xi_{k}=\sum_{j=1}^{\infty} j \alpha_{j k}+\epsilon k$. For $n>m$,

$$
\begin{aligned}
& \frac{d_{-}}{d t} \sum_{j=1}^{n} j\left|x_{j}^{[n]}(t)-\tilde{x}_{j}^{[n]}(t)\right| \\
& \leq \sum_{k=0}^{m} \xi_{k}\left|x_{k}^{[n]}(t)-\tilde{x}_{k}^{[n]}(t)\right|-\epsilon \sum_{j=1}^{n} j\left|x_{j}^{[n]}(t)-\tilde{x}_{j}^{[n]}(t)\right| \\
& +w^{[n]}(t) \sum_{k=0}^{\infty}\left(\sum_{j=1}^{n} j \gamma_{j k}\right)\left|x_{k}^{[n]}(t)-\tilde{x}_{k}^{[n]}(t)\right| \\
& +\left|w^{[n]}(t)-\tilde{w}^{[n]}(t)\right| \sum_{k=0}^{\infty} c_{8}(1+k)\left|\tilde{x}_{k}^{[n]}(t)\right|
\end{aligned}
$$

We integrate this differential inequality,

$$
\begin{aligned}
& \sum_{j=1}^{n} j\left|x_{j}^{[n]}(t)-\tilde{x}_{j}^{[n]}(t)\right| \\
\leq & e^{-\epsilon t} \sum_{j=1}^{n} j\left|x_{j}^{[n]}(0)-\tilde{x}_{j}^{[n]}(0)\right|+\int_{0}^{t} e^{-\epsilon(t-s)} \sum_{k=0}^{m} \xi_{k}\left|x_{k}^{[n]}(s)-\tilde{x}_{k}^{[n]}(s)\right| d s \\
& +\int_{0}^{t} e^{-\epsilon(t-s)} w^{[n]}(s) \sum_{k=0}^{\infty}\left(\sum_{j=1}^{n} j \gamma_{j k}\right)\left|x_{k}^{[n]}(s)-\tilde{x}_{k}^{[n]}(s)\right| d s \\
& +\int_{0}^{t} e^{-\epsilon(t-s)}\left|w^{[n]}(s)-\tilde{w}^{[n]}(s)\right| c_{8}\left\|\tilde{x}^{[n]}(s)\right\|_{1} d s
\end{aligned}
$$

The infinite matrices $\left(\alpha_{j k}^{[n]}\right)$ satisfy the same assumptions as the infinite matrix $\left(\alpha_{j k}\right)$ with the same constants. So $w^{[n]}, x^{[n]}$ satisfy the estimates in Theorem 18 with the same constants as $w, x$. By Lebesgue's theorem of dominated convergence (first applied to the sum and then to the integral), we can take the limit as $n \rightarrow \infty$,

$$
\begin{aligned}
& \sum_{j=1}^{\infty} j\left|x_{j}(t)-\tilde{x}_{j}(t)\right| \\
\leq & e^{-\epsilon t} \sum_{j=1}^{\infty} j\left|x_{j}(0)-\tilde{x}_{j}(0)\right|+\int_{0}^{t} e^{-\epsilon(t-s)} \sum_{k=0}^{m} \xi_{k}\left|x_{k}(s)-\tilde{x}_{k}(s)\right| d s \\
& +\int_{0}^{t} e^{-\epsilon(t-s)} w(s) \sum_{k=0}^{\infty}\left(\sum_{j=1}^{\infty} j \gamma_{j k}\right)\left|x_{k}(s)-\tilde{x}_{k}(s)\right| d s \\
& +\int_{0}^{t} e^{-\epsilon(t-s)}|w(s)-\tilde{w}(s)| c_{8}\|\tilde{x}(s)\|_{1} d s .
\end{aligned}
$$

By Assumption 15 (e) and Assumption 20 (c), there exists some $c_{9}>0$ such that $\sum_{j=1}^{\infty} j \gamma_{j k} \leq c_{9}$ for all $k \in \mathbb{Z}_{+}$. We split up the last but one sum in the last inequality at $k=i$ where $i \in \mathbb{N}$ is arbitrary. Then

$$
\begin{aligned}
& \sum_{j=1}^{\infty} j\left|x_{j}(t)-\tilde{x}_{j}(t)\right| \\
\leq & e^{-\epsilon t}| | x(0)-\tilde{x}(0) \|_{1}+\int_{0}^{t} e^{-\epsilon(t-s)} \sum_{k=0}^{m} \xi_{k}\left|x_{k}(s)-\tilde{x}_{k}(s)\right| d s \\
& +\int_{0}^{t} e^{-\epsilon(t-s)} w(s) \sum_{k=0}^{i} c_{9}\left|x_{k}(s)-\tilde{x}_{k}(s)\right| d s \\
& +\frac{c_{9}}{i} \int_{0}^{t} e^{-\epsilon(t-s)} w(s)\|x(s)-\tilde{x}(s)\|_{1} d s \\
& +\int_{0}^{t} e^{-\epsilon(t-s)}|w(s)-\tilde{w}(s)| c_{8}\|\tilde{x}(s)\|_{1} d s .
\end{aligned}
$$

Let $\left(\left(\breve{w}^{\{n\}}, \breve{x}^{\{n\}}\right)\right)$ be a sequence in $B_{0}$ and $\left(w^{\{n\}}(t), x^{\{n\}}(t)\right)=\Phi\left(t,\left(\breve{w}^{\{n\}}\right.\right.$, $\left.\breve{x}^{\{n\}}\right)$ ). It follows from (1.28), Assumption 20 (a) (b), and Theorem 18 that $w^{\{n\}}$ and, for each $j \in \mathbb{Z}_{+}, x_{j}^{\{n\}}$ are equi-bounded and equi-continuous with respect to $n$ on every finite interval in $\mathbb{R}_{+}$. By the Arzela-Ascoli theorem and a diagonalization procedure, after choosing subsequences, $w^{\{n\}}, x_{j}^{\{n\}}$ are Cauchy sequences for each $j$ uniformly on every finite interval in $\mathbb{R}_{+}$. We set $x=x^{\{l\}}$ and $\tilde{x}=x^{\{n\}}$ in the inequality above. Then

$$
\begin{aligned}
\limsup _{l, n \rightarrow \infty} & \sum_{j=1}^{\infty} j\left|x_{j}^{\{l\}}(t)-x_{j}^{\{n\}}(t)\right| \\
& \leq e^{-\epsilon t} \limsup _{l, n \rightarrow \infty}\left\|x^{\{l\}}(0)-x^{\{n\}}(0)\right\|_{1} \\
& +\frac{c_{9}}{i} \limsup _{l, n \rightarrow \infty} \int_{0}^{t} e^{-\epsilon(t-s)} w^{\{l\}}(s)\left\|x^{\{l\}}(s)-x^{\{n\}}(s)\right\|_{1} d s
\end{aligned}
$$

Since this estimate holds for every $i \in \mathbb{N}$ and each $x^{\{n\}}$ satisfies the estimates in Theorem 18, with the same constants, we can take the limit $i \rightarrow \infty$ and

$$
\limsup _{l, n \rightarrow \infty} \sum_{j=1}^{\infty} j\left|x_{j}^{\{l\}}(t)-x_{j}^{\{n\}}(t)\right| \leq e^{-\epsilon t} \limsup _{l, n \rightarrow \infty}\left\|x^{\{l\}}(0)-x^{\{n\}}(0)\right\|_{1} .
$$

Since $\|x\|_{1} \leq\left|x_{0}\right|+2 \sum_{j=1}^{\infty} j\left|x_{j}\right|$,

$$
\limsup _{l, n \rightarrow \infty}\left\|\Phi_{t}\left(\breve{x}^{\{l\}}\right)-\Phi_{t}\left(\breve{x}^{\{n\}}\right)\right\|_{1} \leq 2 e^{-\epsilon t}\left\|\breve{x}^{\{l\}}-\breve{x}^{\{n\}}\right\|_{1} \leq 4 e^{-\epsilon t}\left\|B_{0}\right\|_{1}
$$

where $\left\|B_{0}\right\|_{1}=\sup _{\breve{x} \in B_{0}}\|\breve{x}\|_{1}$. By (1.30), $\alpha\left(\Phi_{t}\left(B_{0}\right)\right) \leq 4 e^{-\epsilon t}\left\|B_{0}\right\|_{1} \rightarrow 0$ as $t \rightarrow \infty$. This finishes the proof.

### 1.7 Towards the stability of equilibria

For the metapopulation model (1.27) we make assumptions which guarantee that the number of patches does not change in time.

## Assumption 22 Assume

(a) For all $k \in \mathbb{N}$ there is some $j \in \mathbb{Z}_{+}, j<k$, with $\alpha_{j k}>0, \alpha_{00}=0$, and

$$
\sum_{j=0}^{\infty} \alpha_{j k}=0=\sum_{j=0}^{\infty} \gamma_{j k} \quad \forall k \in \mathbb{Z}_{+}
$$

(b) $\limsup _{k \rightarrow \infty} \sum_{j=0}^{\infty} \frac{j \alpha_{j k}}{k}<0$.

Occasionally we will also assume the following.
Assumption 23 (a) The sequence $\left(\sigma_{n}\right)$ is bounded.
(b) There exist positive constants $c_{0}, c_{1}, \epsilon$ such that

$$
\sum_{j=1}^{\infty} j \gamma_{j k} \leq c_{0}+c_{1} k-\epsilon\left|\gamma_{k k}\right| \quad \text { for all } k \in \mathbb{N}
$$

By Corollary $1,\|x(t)\|=\|\breve{x}\|$. We fix the initial patch number to be $N$ and obtain $\sum_{j=0}^{\infty} x_{j}(t)=N$. We will use this equality to eliminate $x_{0}$. Notice that Assumption 15 (a) and Assumption 22 (a) imply that $\alpha_{j 0}=0$ for all $j \in \mathbb{Z}_{+}$. We equivalently rewrite (1.27) as

$$
\begin{align*}
w^{\prime} & =\sum_{k=1}^{\infty} \eta_{k} x_{k}-w \sum_{k=1}^{\infty}\left(\sigma_{k}-\sigma_{0}\right) x_{k}-\left(N \sigma_{0}+\delta\right) w,  \tag{1.32}\\
x_{j}^{\prime} & =\sum_{k=1}^{\infty} \alpha_{j k} x_{k}+w\left(\gamma_{j 0} N+\sum_{k=1}^{\infty}\left(\gamma_{j k}-\gamma_{j 0}\right) x_{k}\right), \quad j=1,2, \ldots
\end{align*}
$$

This system can be cast in more condensed notation,

$$
\begin{equation*}
w^{\prime}=\left\langle x, x^{*}\right\rangle-\xi w+w\left\langle x, y^{*}\right\rangle, \quad x^{\prime}=\tilde{A} x+w z+w \Gamma_{0} x, \tag{1.33}
\end{equation*}
$$

with $x(t)=\left(x_{j}(t)\right)_{j=1}^{\infty}$.
Remark 4. $x(t)$ takes values in $\tilde{\ell}^{11}$, the space of sequences $x=\left(x_{j}\right)_{j=1}^{\infty}$ with norm $\|x\|_{1}^{\sim}=\sum_{j=1}^{\infty} j\left|x_{j}\right|$. Further

$$
\xi=N \sigma_{0}+\delta, \quad u=\left(\gamma_{j 0}\right)_{j=1}^{\infty}, \quad z=N u
$$

$x^{*}$ and $y^{*}$ in the dual space of $\tilde{\ell}^{11}$,

$$
\left\langle x, x^{*}\right\rangle=\sum_{k=1}^{\infty} \eta_{k} x_{k}, \quad\left\langle x, y^{*}\right\rangle=\sum_{k=1}^{\infty}\left(\sigma_{0}-\sigma_{k}\right) x_{k}
$$

Finally

$$
\tilde{A} x=\left(\sum_{k=1}^{\infty} \alpha_{j k} x_{k}\right)_{j=1}^{\infty}, \quad \Gamma_{0} x=\tilde{\Gamma} x-\left\langle x, z^{*}\right\rangle u
$$

with

$$
\left\langle x, z^{*}\right\rangle=\sum_{k=1}^{\infty} x_{k}, \quad \tilde{\Gamma} x=\left(\sum_{k=1}^{\infty} \gamma_{j k} x_{k}\right)_{j=1}^{\infty}
$$

### 1.7.1 Stability of equilibria

Let $(\tilde{w}, \tilde{x})$ be an equilibrium, i.e. a constant solution of (1.33). $(\tilde{w}, \tilde{x})=(0,0)$ is an equilibrium, e.g., called the extinction equilibrium. Any other equilibrium in $\mathbb{R}_{+} \times \tilde{\ell}_{+}^{11}$ is called a persistence equilibrium. To study the stability of the equilibrium $(\tilde{w}, \tilde{x})$, we expand the system about the equilibrium. We set $w=$ $\tilde{w}+v$ and $x=\tilde{x}+y$ and obtain the following equation for $v$ and $y$, where we have replaced $\tilde{x}$ by $x$ and $\tilde{w}$ by $w$,

$$
\begin{align*}
v^{\prime} & =\left\langle y, x^{*}\right\rangle-\xi v+v\left\langle x, y^{*}\right\rangle+w\left\langle y, y^{*}\right\rangle+v\left\langle y, y^{*}\right\rangle,  \tag{1.34}\\
y^{\prime} & =\tilde{A} y+v z+w \Gamma_{0} y+v \Gamma_{0} x+v \Gamma_{0} y .
\end{align*}
$$

This is an abstract Cauchy problem (evolution equation)

$$
\begin{equation*}
(v, y)^{\prime}=\mathcal{A}(v, y)+g(v, y) \tag{1.35}
\end{equation*}
$$

where $\mathcal{A}$ is the linear operator defined in $\ell^{11}$ by

$$
\begin{gather*}
\mathcal{A}(v, y)=\left(\left\langle y, x^{*}\right\rangle-\xi v+v\left\langle x, y^{*}\right\rangle, \tilde{A} y+v z+w \Gamma_{0} y+v \Gamma_{0} x\right) \\
v \in \mathbb{R}, y \in \tilde{\ell}^{11} \tag{1.36}
\end{gather*}
$$

and $g$ the nonlinear map on $\ell^{11}$ defined by

$$
\begin{equation*}
g(v, y)=\left(v\left\langle y, y^{*}\right\rangle, v \Gamma_{0} y\right) \tag{1.37}
\end{equation*}
$$

Proposition 3. Let the Assumptions 15 and 22 be satisfied. Let $\tilde{A}$ and $\tilde{\Gamma}$ be as in Remark 4. Let $w \geq 0$. If $w>0$ also assume Assumption 23. Then $\tilde{A}_{w}=\tilde{A}+w \tilde{\Gamma}$, with appropriate domain, is the generator of a positive $C_{0}-$ semigroup $\tilde{S}$ on $\tilde{\ell}^{11}$ with strictly negative growth bound.

Proof. Define $\beta_{j k}=\alpha_{j k}+w \gamma_{j k}$ for $j, k \in \mathbb{Z}_{+}$. The operator $\tilde{A}_{w}$ is associated with the infinite matrix $\left(\beta_{j k}\right)_{j, k=1}^{\infty}$. For $k \in \mathbb{N}$,

$$
\sum_{j=1}^{\infty} \beta_{j k}=-\alpha_{0 k}-w \gamma_{0 k}
$$

which is non-positive for $k \in \mathbb{N}$ and strictly negative for $k=1$. Also the other assumptions of [40, Prop.6.3] are satisfied. It follows that $\tilde{A}_{w}$ with domain $\left\{x \in \tilde{\ell}^{11} ; \sum_{j=1}^{\infty}\left|\beta_{j j}\right|\left|x_{j}\right|<\infty, \tilde{A}_{w} x \in \tilde{\ell}^{11}\right\}$ is the generator of a $C_{0}$-semigroup $\tilde{S}(t)$ on $\tilde{\ell}^{11}$ and there exist $\epsilon>0, M \geq 1$ such that $\|\tilde{S}(t)\|_{1} \leq M e^{-\epsilon t}$.

Proposition 4. Let $w \geq 0$ and $x \in \tilde{\ell}^{11}$. Let $\Gamma_{0} y=\tilde{\Gamma} y+\left\langle y, z^{*}\right\rangle u$ with the ingredients as in Remark 4. Let the Assumptions 15 and 22 be satisfied and, if $w>0$, also Assumption 23. Then $\mathcal{A}$ is the generator of a $C_{0}$-semigroup $T$ with strictly negative essential growth bound (essential type).

Proof. $\mathcal{A}=B+C$ where

$$
\begin{aligned}
& B(v, y)=\left(-\xi v, \tilde{A}_{w} y\right) \\
& C(v, y)=\left(\left\langle y, x^{*}\right\rangle+v\left\langle x, y^{*}\right\rangle, v z-w\left\langle y, z^{*}\right\rangle u+v \Gamma_{0} x\right)
\end{aligned}
$$

By Proposition 3, $\tilde{A}_{w}$ is the generator of a $C_{0}$-semigroup $\tilde{S}$ on $\tilde{\ell}^{11}$ with strictly negative growth bound. $B$ is the generator of the semigroup $S(t)(v, y)=$ $\left(e^{-\xi t} v, \tilde{S}(t) y\right) . S$ also has a strictly negative growth bound. The linear operator $C$ on $\ell^{11}$ has finite-dimensional range and therefore is compact. The perturbation $\mathcal{A}=B+C$ generates a $C_{0}$-semigroup $T$ such that $T(t)-S(t)$ is compact for every $t \geq 0$. So the essential growth bound of $T$ does not exceed the growth bound of $S$ and is strictly negative [14, Ch. 4 Prop.2.12].

Theorem 24. Let the Assumptions 15 and 22 be satisfied and $\tilde{w}, \tilde{x}$ be an equilibrium of (1.32). If $\tilde{w} \neq 0$, also make Assumption 23.

Then the following hold:
(a) If all eigenvalues of $\mathcal{A}=B+C$ have strictly negative real part, then the equilibrium $(\tilde{w}, \tilde{x})$ is locally asymptotically stable in the following sense. There exist $M \geq 1$ and $\delta>0$ such that

$$
\|(w(t), x(t))-(\tilde{w}, \tilde{x})\|_{1} \leq M e^{-\delta t}\|(w(0), x(0))-(\tilde{w}, \tilde{x})\|_{1} \quad \forall t \geq 0
$$

for all solutions of (1.32).
(b) If $\mathcal{A}=B+C$ has at least one eigenvalue with strictly positive real part, then the equilibrium $(\tilde{w}, \tilde{x})$ is unstable in the following sense: there exist some $\epsilon>0$ and a sequence $0<t_{n} \rightarrow \infty$ as $n \rightarrow \infty$ and a sequence of solutions $w^{n}, x^{n}$ of (1.32) such that $w^{n}(0) \rightarrow \tilde{w}, x^{n}(0) \rightarrow \tilde{x}$ as $n \rightarrow \infty$ and $\left\|\left(w^{n}\left(t_{n}\right), x^{n}\left(t_{n}\right)\right)-(\tilde{w}, \tilde{x})\right\|_{1} \geq \epsilon$ for all $n \in \mathbb{N}$.

Proof. We notice that the nonlinearity $g$ in (1.35) and (1.37) satisfies $\frac{\|g(v, y)\|_{1}}{\|(v, y)\|_{1}}$ $\rightarrow 0$ as $v \rightarrow 0, y \rightarrow 0$. Let $\Phi(t, \breve{w}, \breve{x})$ be the semiflow induced by the solutions of (1.32) with initial data $\breve{w}$ and $\breve{x}$. It follows from standard arguments (essentially from Gronwall's inequality, cf. [56, Sec. 3], e.g.) that, for each $t \geq 0$, $\Phi(t, \cdot)$ is differentiable at $(\tilde{w}, \tilde{x})$ with derivative $T(t)$ from Proposition 4. The results now follow from [12] along the lines of [56, Sec. 4].

### 1.8 Instability of every other equilibrium: general result

The following derivation of an instability condition for equilibria is more efficiently done on a somewhat more abstract level and may apply to other
situations where an unstructured (part of the) population [in our case the dispersers] is paired with a structured (part of the) population [in our case the occupants]. We consider the system

$$
\begin{equation*}
w^{\prime}=f(w, x), \quad x^{\prime}=\Lambda x+g(w, x) \tag{1.38}
\end{equation*}
$$

Here $\Lambda$ is a closed linear operator in an ordered Banach space $X$ with cone $X_{+}$and $f: \mathbb{R}_{+} \times X_{+} \rightarrow \mathbb{R}, g: \mathbb{R}_{+} \times X_{+} \rightarrow X$ are continuously differentiable.

We assume that $\mathbb{R}_{+}$is contained in the resolvent set of $\Lambda$ and also in the resolvent set of $\Lambda+g_{x}(w, x)$ for each $w \geq 0$ and $x \in X_{+}$.
$g_{w}$ and $g_{x}$ denote the partial derivatives of $g(w, x)$ with respect to $w$ and $x$. Since $\Lambda^{-1}$ exists and is bounded, -1 is in the resolvent set of $\Lambda^{-1} g_{x}(w, x)$ and

$$
\begin{equation*}
\left(\mathbb{I}+\Lambda^{-1} g_{x}(w, x)\right)^{-1} \Lambda^{-1}=\left(\Lambda+g_{x}(w, x)\right)^{-1} \tag{1.39}
\end{equation*}
$$

### 1.8.1 The equilibria

A pair $(w, x)$ is an equilibrium solution of (1.38) if and only if $0=f(w, x)$ and $x$ satisfies the fixed point equation

$$
\begin{equation*}
x=-\Lambda^{-1} g(w, x) \tag{1.40}
\end{equation*}
$$

Assume that for every $w>0$ there exists a solution $x=\phi(w)$ of (1.40). If follows from our assumptions and the implicit function theorem [8, Ch.2, Thm.2.3] that $\phi$ is differentiable (analytic if $g$ is analytic) and

$$
\begin{equation*}
\phi^{\prime}(w)=-\Lambda^{-1}\left(g_{w}(w, \phi(w))+g_{x}(w, \phi(w)) \phi^{\prime}(w)\right) \tag{1.41}
\end{equation*}
$$

By our assumptions and (1.39),

$$
\begin{align*}
\phi^{\prime}(w) & =-\left(\mathbb{I}+\Lambda^{-1} g_{x}(w, \phi(w))\right)^{-1} \Lambda^{-1} g_{w}(w, \phi(w)) \\
& =-\left(\Lambda+g_{x}(w, \phi(w))\right)^{-1} g_{w}(w, \phi(w)) \tag{1.42}
\end{align*}
$$

We substitute the solution $x=\phi(w)$ of (1.40) into $0=f(w, x)$,

$$
\begin{equation*}
0=f(w, \phi(w))=: F(w) \tag{1.43}
\end{equation*}
$$

Theorem 25. A pair $(w, x)$ with $w \in \mathbb{R}_{+}$and $x \in X_{+}$is an equilibrium if and only if $F(w)=0$ and $x=\phi(w)$. In particular there is a one-to-one correspondence between equilibria and zeros of $F . F$ is analytic if $f$ and $g$ are analytic.

For later use we differentiate the function $F$,

$$
F^{\prime}(w)=f_{w}(w, \phi(w))+f_{x}(w, \phi(w)) \phi^{\prime}(w)
$$

We substitute (1.42),

$$
\begin{equation*}
F^{\prime}(w)=f_{w}(w, x)-f_{x}(w, x)\left(\Lambda+g_{x}(w, x)\right)^{-1} g_{w}(w, x) \tag{1.44}
\end{equation*}
$$

### 1.8.2 The eigenvalue problem of the linearized system

We linearize (1.38) around an equilibrium ( $w, x$ ),

$$
\begin{equation*}
v^{\prime}=f_{w}(w, x) v+f_{x}(w, x) y, \quad y^{\prime}=\Lambda y+g_{w}(w, x) v+g_{x}(w, x) y \tag{1.45}
\end{equation*}
$$

The associated eigenvalue problem has the form

$$
\begin{align*}
& \lambda v=f_{w}(w, x) v+f_{x}(w, x) y \\
& \lambda y=\Lambda y+g_{w}(w, x) v+g_{x}(w, x) y \tag{1.46}
\end{align*}
$$

Consider $\lambda \geq 0$. We solve the second equation for $y$,

$$
y=\left(\lambda-\Lambda-g_{x}(w, x)\right)^{-1} g_{w}(w, x) v=v\left(\lambda-\Lambda-g_{w}(w, x)\right)^{-1} g_{w}(w, x)
$$

We notice that $(v, y) \neq(0,0)$ if and only if $v \neq 0$. We substitute the expression for $y$ into the first equation of (1.46) and divide by $v$,

$$
\lambda=f_{w}(w, x)+f_{x}(w, x)\left(\lambda-\Lambda-g_{w}(w, x)\right)^{-1} g_{w}(w, x)
$$

This leads to the following characteristic equation,

$$
0=Q(\lambda):=\lambda-f_{w}(w, x)-f_{x}(w, x)\left(\lambda-\Lambda-g_{w}(w, x)\right)^{-1} g_{w}(w, x)
$$

We evaluate $Q(\lambda)$ for $\lambda=0$ and compare it to (1.44),

$$
Q(0)=-f_{w}(w, x)+f_{x}(w, x)\left(\Lambda+g_{w}(w, x)\right)^{-1} g_{w}(w, x)=-F^{\prime}(w)
$$

Notice that $Q(\lambda) \rightarrow \infty$ as $\lambda \rightarrow \infty$. If $Q(0)<0$, the characteristic equation has a root $\lambda>0$ by the intermediate value theorem.

Theorem 26. Let $(w, x)$ be an equilibrium of (1.38) and $F^{\prime}(w)>0$. Then the associated linear operator has a strictly positive eigenvalue.

By Theorem 25, we can order the equilibria ( $w, \tilde{x}$ ) according to their $w$ component provided that the zeros of $F$ are isolated which is the case, e.g., if $f$ and $g$ and so $F$ are analytic.

Corollary 3. Assume that the zeros of $F$ are isolated and there is no $w>0$ with both $F(w)=0$ and $F^{\prime}(w)=0$. Then, for every other equilibrium, the associated linear operator has a strictly positive eigenvalue.

Proof. If the zeros of $F$ are isolated, then, for every $b>0$, then we have finitely many equilibria $\left(w_{j}, x_{j}\right)$ with $0 \leq w_{j} \leq b$ and can order them like $w_{1}<w_{2}<\cdots$. Since $F^{\prime}\left(w_{j}\right) \neq 0, F$ changes sign at each $w_{j}$. So $F^{\prime}\left(w_{j}\right)>0$ for every other $j$ and the associated linear operator has a strictly positive eigenvalue by Theorem 26.

### 1.9 Existence of equilibria and instability of every other equilibrium

After eliminating the equation for the empty patches, our system can be rewritten in the form (1.32) and then in a more condensed form for $w(t) \in \mathbb{R}_{+}$ and $x(t)=\left(x_{j}(t)\right)_{j=1}^{\infty} \in \tilde{\ell}_{+}^{11}$,

$$
\begin{align*}
w^{\prime} & =\left\langle x, x^{*}\right\rangle-w\left\langle x, y^{*}\right\rangle-w\left(\sigma_{0} N+\delta\right), \\
x^{\prime} & =\tilde{A} x+w \tilde{\Gamma} x+w\left(N-\left\langle x, z^{*}\right\rangle\right) u, \tag{1.47}
\end{align*}
$$

which is the same as (1.33). Here $u$ and $x^{*}, y^{*}, z^{*}$ are as in Remark 4 as are the bounded linear quasi-positive operator $\tilde{\Gamma}$ on $\tilde{\ell}^{11}$ and $\tilde{A}$, the generator of a positive $C_{0}$-semigroup on $\tilde{\ell}^{11}$. The system (1.33) fits into the framework of (1.38) by setting $\Lambda=\tilde{A}$ and

$$
\begin{align*}
& f(w, x)=\left\langle x, x^{*}\right\rangle-w\left\langle x, y^{*}\right\rangle-w\left(\sigma_{0} N+\delta\right), \\
& g(w, x)=w \tilde{\Gamma} x+w\left(N-\left\langle x, z^{*}\right\rangle\right) u . \tag{1.48}
\end{align*}
$$

For each $w \geq 0, \tilde{A}_{w}=\tilde{A}+w \tilde{\Gamma}$ is also the infinitesimal generator of a positive $C_{0}$-semigroup $\tilde{S}$ on $\tilde{\ell}^{11}$. Notice that we obtain the operator $\mathcal{A}$ in (1.36) when we linearize (1.47) about an equilibrium.

We make the Assumptions 15, 22 and 23. By Proposition 3, $\tilde{S}$ has strictly negative growth bound and so, for each $w \geq 0, \tilde{A}_{w}$ has positive resolvents $\left(\lambda-\tilde{A}_{w}\right)^{-1}$ for all $\lambda \geq 0$. We take the partial derivative of $g$ in (1.48) with respect to $x$,

$$
\begin{equation*}
g_{x}(w, x) y=w \tilde{\Gamma} y-w\left\langle y, z^{*}\right\rangle z, \quad z=N u \tag{1.49}
\end{equation*}
$$

Lemma 6. If $\lambda-\tilde{A}_{w}$ has a bounded positive inverse for $\lambda \geq 0, \lambda-\tilde{A}-g_{x}(w, x)$ has a bounded inverse and

$$
\left(\lambda-\tilde{A}-g_{x}(w, x)\right)^{-1} \tilde{x}=\left(\lambda-\tilde{A}_{w}\right)^{-1} \tilde{x}-w \zeta\left(\lambda-\tilde{A}_{w}\right)^{-1} z
$$

where

$$
\zeta=\frac{\left\langle\left(\lambda-\tilde{A}_{w}\right)^{-1} \tilde{x}, z^{*}\right\rangle}{1+w\left\langle\left(\lambda-\tilde{A}_{w}\right)^{-1} z, z^{*}\right\rangle} .
$$

Proof. In order to find $\hat{x}=\left(\lambda-\tilde{A}-g_{x}(w, x)\right)^{-1} \tilde{x}$, we solve the equation

$$
\lambda \hat{x}-\tilde{A} \hat{x}-w \tilde{\Gamma}+w\left\langle\hat{x}, z^{*}\right\rangle z=\tilde{x}
$$

See (1.48). This can be rewritten as

$$
\left(\lambda-\tilde{A}_{w}\right) \hat{x}=\tilde{x}-w\left\langle\hat{x}, z^{*}\right\rangle z .
$$

Since the resolvent exists for $\tilde{A}_{w}$,

$$
\hat{x}=\left(\lambda-\tilde{A}_{w}\right)^{-1} \tilde{x}-w\left\langle\hat{x}, z^{*}\right\rangle\left(\lambda-\tilde{A}_{w}\right)^{-1} z
$$

We apply the functional $z^{*}$,

$$
\left\langle x, z^{*}\right\rangle=\left\langle\left(\lambda-\tilde{A}_{w}\right)^{-1} \tilde{x}_{w}, z^{*}\right\rangle-w\left\langle x, z^{*}\right\rangle\left\langle\left(\lambda-\tilde{A}_{w}\right)^{-1} z, z^{*}\right\rangle .
$$

We solve for $\zeta:=\left\langle x, z^{*}\right\rangle$ and substitute $\zeta$ into the equation for $x$. This yields the assertion.

Since $f$ and $g$ are analytic, $(w, x)$ is an equilibrium of (1.47) if and only if $x=\phi(w)$ and $F(w)=0$ where $\phi$ and $F$ are analytic functions on $\mathbb{R}_{+}$(see Theorem 25).

### 1.9.1 Equilibria

To find a concrete expression for the solutions $x=\phi(w)$ of the equation $\Lambda x+g(w, x)=0$, which is identical to

$$
0=\tilde{A} x+w \tilde{\Gamma} x+w\left(N-\left\langle x, z^{*}\right\rangle\right) u=\tilde{A}_{w} x+w\left(N-\left\langle x, z^{*}\right\rangle\right) u
$$

we apply the inverse of $\tilde{A}_{w}$ to the second equation in (1.33),

$$
\begin{equation*}
x=-w\left(N-\left\langle x, z^{*}\right\rangle\right) \tilde{A}_{w}^{-1} u . \tag{1.50}
\end{equation*}
$$

In order to calculate $\left\langle x, z^{*}\right\rangle$, we apply the functional $z^{*}$ to this equation,

$$
\left\langle x, z^{*}\right\rangle=-w\left(N-\left\langle x, z^{*}\right\rangle\right)\left\langle\tilde{A}_{w}^{-1} u, z^{*}\right\rangle .
$$

We solve for $\left\langle x, z^{*}\right\rangle$,

$$
\left\langle x, z^{*}\right\rangle=-w N \frac{\left\langle\tilde{A}_{w}^{-1} u, z^{*}\right\rangle}{1-w\left\langle\tilde{A}_{w}^{-1} u, z^{*}\right\rangle}
$$

Notice that the denominator is positive because $-\tilde{A}_{w}^{-1}$ is a positive operator. Further

$$
\begin{equation*}
\left\langle x, z^{*}\right\rangle \in[0, N) . \tag{1.51}
\end{equation*}
$$

We rewrite

$$
\begin{equation*}
\left\langle x, z^{*}\right\rangle=N\left(1-\frac{1}{1-w\left\langle\tilde{A}_{w}^{-1} u, z^{*}\right\rangle}\right) \tag{1.52}
\end{equation*}
$$

We substitute this expression into the one for $x=\phi(w)$, recall $N u=z$ from Remark 4, and find

$$
\begin{align*}
& \phi(w)=w \psi(w) \\
& \psi(w)=-\frac{1}{1-w\left\langle\tilde{A}_{w}^{-1} z, z^{*}\right\rangle} \tilde{A}_{w}^{-1} u \in X_{+} \tag{1.53}
\end{align*}
$$

By (1.43),

$$
\begin{align*}
F(w) & =f(w, \phi(w))  \tag{1.54}\\
& =\left\langle\phi(w), x^{*}\right\rangle-w\left\langle\phi(w), y^{*}\right\rangle-\sigma_{0} w N-\delta w
\end{align*}
$$

At this point, we need an estimate for $\phi(w)$. We recall that there is a one-toone correspondence between equilibria of (1.32) and equilibria of the original $\operatorname{system}(1.27)$ with $\|x\|=1$. This means that $\phi(w)=\left(x_{j}\right)_{j=1}^{\infty}$ where $x \in \ell_{+}^{11}$, $A_{1} x+w \Gamma x=0$ and $x_{0}=N-\sum_{j=1}^{\infty} x_{j}$. By Theorem 19,

$$
\sum_{k=1}^{\infty} \eta_{k} x_{k}-w \sum_{k=0}^{\infty} \sigma_{k} x_{k} \leq c_{4}
$$

After eliminating $x_{0}=N-\sum_{k=1}^{\infty} x_{j}$ this reads

$$
\sum_{k=1}^{\infty} \eta_{k} \phi_{k}(w)-w \sum_{k=1}^{\infty}\left[\sigma_{k}-\sigma_{0}\right] \phi_{k}(w)-w \sigma_{0} N \leq c_{4}
$$

By Remark 4 and (1.54), $F(w) \leq c_{4}-\delta w$ and $F(w)<0$ for large $w>0$.
We substitute $\phi(w)=w \psi(w)$ into $F$. For $w>0$, equation $F(w)=0$ then takes the form

$$
\tilde{F}(w)=\delta
$$

with

$$
\tilde{F}(w)=\frac{F(w)}{w}+\delta
$$

being analytic in $w>0$ and $\tilde{F}(w)<\delta$ for large $w>0$ and

$$
\tilde{F}(0)=\left\langle\psi(0), x^{*}\right\rangle-\sigma_{0} N, \quad \psi(0)=-\tilde{A}^{-1} z
$$

We combine Theorem 26 and Theorem 24. The associated linear operator in Theorem 26 coincides with the operator $\mathcal{A}$ in Theorem 24. Notice that, for $w>0, \tilde{F}(w)=\delta$ and $\tilde{F}^{\prime}(w)=0$ is equivalent to $F(w)=0$ and $F^{\prime}(w)=0$.

Theorem 27. Let the Assumptions 15, 22, and 23 be satisfied, $\xi=\sigma_{0} N+\delta$.
(a) If $\xi<-\left\langle\tilde{A}^{-1} z, x^{*}\right\rangle$, the extinction equilibrium is unstable and there exists a persistence equilibrium. For all but finitely many $\xi<-\left\langle\tilde{A}^{-1} z, x^{*}\right\rangle$, there exists an odd number of persistence equilibria $\left(w_{j}, x_{j}\right), w_{1}<w_{2}<\cdots$. Every even-indexed persistence equilibrium is unstable.
(b) If $\xi>-\left\langle\tilde{A}^{-1} z, x^{*}\right\rangle$, the extinction equilibrium is stable. For all but finitely many $\xi>-\left\langle\tilde{A}^{-1} z, x^{*}\right\rangle$, there exists no persistence equilibrium or an even number of persistence equilibria $\left(w_{j}, x_{j}\right)$, $w_{1}<w_{2}<\cdots$. Every oddindexed persistence equilibrium is unstable.

Proof. Assume that $\tilde{F}(w)=\delta$ has a solution. Since $\tilde{F}(w)<\delta$ for large $w>0$, $F$ is not constant. $F$ is analytic and so is $F^{\prime}$. Since $F^{\prime}$ is not zero everywhere, there is no accumulation of arguments $w$ with $\tilde{F}^{\prime}(w)=0$. Since $\tilde{F}(w)<\delta$ for large $w>0$ there are only finitely many $w>0$ such that $\tilde{F}(w)=-\delta$ and
$\tilde{F}^{\prime}(w)_{\tilde{F}}=0$. So for all but finitely many $\delta$, we have $\tilde{F}^{\prime}(w) \neq 0$ for all $w>0$ with $\tilde{F}(w)=\delta$.
(a) Here we consider the case $\delta<\tilde{F}(0)$.

As $\tilde{F}(w)<\delta$ for large $w$, there exists an $w>0$ such that $\tilde{F}(w)=\delta$ by the intermediate value theorem. For all but finitely many $\delta, \tilde{F}^{\prime}(w) \neq 0$ for all $w$ with $\tilde{F}(w)=\delta$. Choose such a $\delta$. Since $\tilde{F}(w)<\delta$ for sufficiently large $w>0, \tilde{F}(w)$ crosses the line $\tilde{F}=\delta$ an odd number of times, the first time with a negative derivative, the second time with a positive derivative etc. By Theorem 26 and Theorem 24, every $w$ with $\tilde{F}^{\prime}(w)>0$, i.e., every even-indexed equilibrium, is unstable. (b) is proved similarly. The stability proof for the extinction equilibrium is postponed to Theorem 33.

Application of these results to special metapopulation models can be found in [39].

### 1.10 Stability of the extinction equilibrium versus metapopulation persistence

The total population size of the metapopulation is given by the sum of the number of dispersers and the total number of patch occupants,

$$
P(t)=w(t)+\sum_{j=1}^{\infty} j x_{j}(t)
$$

The extinction equilibrium is characterized by $P=0$. The stability of the extinction equilibrium can be formulated in terms of the total population size.

The extinction equilibrium is locally stable if, for every $\epsilon>0$, there exists some $\delta>0$ such that $P(t) \leq \epsilon$ whenever $P(0)<\delta$. The extinction equilibrium is locally asymptotically stable, if in addition there exists some $\delta_{0}>0$ such that $P(t) \rightarrow 0$ as $t \rightarrow \infty$ whenever $P(0)<\delta_{0}$.

The following two concepts imply the instability of the extinction equilibrium.

The metapopulation is called weakly uniformly persistent if there exists some $\epsilon>0$ (independent of the initial conditions) such that

$$
\limsup _{t \rightarrow \infty} P(t)>\epsilon \quad \text { whenever } \quad P(0)>0
$$

The metapopulation is called (strongly) uniformly persistent if there exists some $\epsilon>0$ (independent of the initial conditions) such that

$$
\liminf _{t \rightarrow \infty} P(t)>\epsilon \quad \text { whenever } \quad P(0)>0
$$

Obviously uniform persistence implies weak uniform persistence. The converse holds under additional assumptions the most crucial of which is the existence
of a compact attractor. Actually we will establish uniform persistence in a stronger sense. Material on persistence theory for semiflows on infinite dimensional spaces can be found in [27, 57, 59, 63].

### 1.10.1 Local asymptotic stability of the extinction equilibrium

We turn to the stability of the extinction equilibrium for the specific metapopulation model (1.27). After elimination of the empty patches, this is the equilibrium $\tilde{w}=0, \tilde{x}=0$ for (1.32) or rather its abstract formulation (1.33). Throughout this section, we make the Assumptions 15 and 22. We define a linear operator $B_{0}$ (on appropriate domain in $\ell^{11}$ ) and a bounded linear operator $C$ on $\ell^{11}$ by

$$
\begin{equation*}
B_{0}(w, x)=(-\xi w, \tilde{A} x), \quad C(w, x)=\left(\left\langle x, x^{*}\right\rangle, w z\right) \tag{1.55}
\end{equation*}
$$

and a nonlinear map $g$ on $\ell^{11}$ by

$$
\begin{equation*}
g(w, x)=\left(w\left\langle x, y^{*}\right\rangle, w \Gamma_{0} x\right), \quad \Gamma_{0} x=\tilde{\Gamma} x-\left\langle x, z^{*}\right\rangle \frac{1}{N} z \tag{1.56}
\end{equation*}
$$

Then (1.33) can be written as $(w, x)^{\prime}=\left(B_{0}+C\right)(w, x)+g(w, x)$. The domain of $B_{0}$ is the same as the one of the operator $A_{1}, D\left(B_{0}\right)=D\left(A_{1}\right), D_{1} \subseteq$ $D\left(B_{0}\right) \subseteq D_{0}$. For each $\epsilon \geq 0,(1.32)$ can be written as the Cauchy problem

$$
(w, x)^{\prime}=\mathcal{A}_{\epsilon}(w, x)+g_{\epsilon}(w, x)
$$

with

$$
\begin{equation*}
\mathcal{A}_{\epsilon}=B_{0}-\epsilon \mathbb{I}+(1-\epsilon) C, \quad g_{\epsilon}=\epsilon \mathbb{I}+\epsilon C+g \tag{1.57}
\end{equation*}
$$

Differently from $g$, the modified nonlinearity $g_{\epsilon}$, for $\epsilon>0$, is positivity preserving in a neighborhood of the origin (the size of which depends on $\epsilon$ ).

Lemma 7. Let the Assumptions 15 and 22 hold. Then, for any $\epsilon>0$, there exists some $\epsilon_{0}>0$ such that $g_{\epsilon}(w, x) \geq 0$ whenever $w \in\left[0, \epsilon_{0}\right], x \in \tilde{\ell}_{+}^{11}$ $\|x\|_{1}^{\sim} \leq \epsilon_{0}$.

Proof. Let $w \in\left[0, \epsilon_{0}\right], x \in \tilde{\ell}_{+}^{11},\|x\|_{1} \leq \epsilon_{0}$. We look at the first component of $g_{\epsilon}(w, x)$. By (1.56), (1.57), Remark 4, and Assumption 15 (c),

$$
\begin{aligned}
& \epsilon w+\epsilon\left\langle x, x^{*}\right\rangle+w\left\langle x, y^{*}\right\rangle \\
& \geq \epsilon w-w \sum_{k=1}^{\infty} \sigma_{k} x_{k} \geq w\left(\epsilon-c_{7}\|x\|_{1}^{\sim}\right) \geq w\left(\epsilon-c_{7} \epsilon_{0}\right) \geq 0
\end{aligned}
$$

if $\epsilon_{0}$ is chosen small enough. We look at the second component of $g_{\epsilon}$. By (1.57) (1.56), and (1.55),

$$
\epsilon x+\epsilon w z+w \Gamma_{0} x=\epsilon x+w \tilde{\Gamma} x+w\left(\epsilon-\left\langle x, z^{*}\right\rangle \frac{1}{N}\right) z
$$

The term in $(\cdot)$ can be estimated by

$$
\geq \epsilon-\|x\|_{1}^{\sim} \frac{1}{N} \geq \epsilon-\epsilon_{0} \frac{1}{N} \geq 0
$$

if $\epsilon_{0}>0$ is chosen small enough. As for the other term,

$$
(\epsilon x+w \tilde{\Gamma} x)_{j} \geq\left(\epsilon-w \gamma_{j j}\right) x_{j} \geq\left(\epsilon-w c_{8}\right) x_{j}
$$

where $c_{8}$ is the constant in Assumption 15 (d). The last expression is nonnegative if $w \leq \epsilon_{0}$ and $\epsilon_{0}>0$ is chosen small enough.

The operators $(1-\epsilon) C$ are compact for every $\epsilon \geq 0$. By Proposition 3, $\tilde{A}$ is the generator of a $C_{0}$-semigroup $\tilde{S}$ on $\tilde{\ell}^{11}$ with strictly negative growth bound. The operators $B_{0}-\epsilon \mathbb{I}$ generate $C_{0}$-semigroups $S^{\epsilon}$ on $\ell^{11}$ which have the form

$$
S^{\epsilon}(t)(w, x)=\left(e^{-(\epsilon+\xi) t} w, e^{-\epsilon t} \tilde{S}(t) \tilde{x}\right)
$$

Obviously the semigroups $S^{\epsilon}$ have strictly negative growth bounds. For each $\epsilon \geq 0$, the operator $\mathcal{A}_{\epsilon}=B_{0}-\epsilon \mathbb{I}+(1-\epsilon) C$ generates a $C_{0}$-semigroup $\left\{T^{\epsilon}(t) ; t \geq\right.$ $0\}$ on $\ell^{11}$. Since $(1-\epsilon) C$ is compact, $T^{\epsilon}(t)-S^{\epsilon}(t)$ is compact for every $t \geq 0$ and the essential growth bound of $T^{\epsilon}$ equals the essential growth bound of $S^{\epsilon}$ [14, Chap.4, Prop. 2.12] and is strictly negative. For all $\epsilon \in[0,1]$, the operators $(1-\epsilon) C$ are positive, i.e, they map $\ell_{+}^{11}$ into itself. Since the semigroup $S^{\epsilon}$ is positive, the standard perturbation formula implies that the semigroup $T^{\epsilon}$ is positive.

Proposition 5. Let the Assumptions 15 and 22 be satisfied. Assume that there is a spectral value of $\mathcal{A}_{0}$ with non-negative real part. Then there exists some $\lambda_{0} \geq 0$ with the following properties:
(i) $\lambda_{0}$ is a pole of the resolvent of $\mathcal{A}_{0}$, is isolated in the spectrum of $\mathcal{A}_{0}$ and an eigenvalue of $\mathcal{A}_{0}$ with finite algebraic multiplicity.
(ii) $\lambda_{0} \geq \Re \tilde{\lambda}$ for every $\tilde{\lambda}$ in the spectrum of $\mathcal{A}_{0}$.
(iii) $\lambda_{0}$ is associated with positive eigenvectors of $\mathcal{A}_{0}$ and $\mathcal{A}_{0}^{*}$.

Proof. By assumption, the spectral bound of $\mathcal{A}_{0}$,

$$
\lambda_{0}=\sup \left\{\Re \lambda ; \lambda \in \sigma\left(\mathcal{A}_{0}\right)\right\}
$$

is non-negative. Since $T(t)-S(t)$ is compact for every $t>0,\left(\lambda-\mathcal{A}_{0}\right)^{-1}-$ $\left(\lambda-B_{0}\right)^{-1}$ is compact for sufficiently large $\lambda>0$, i.e., $\mathcal{A}_{0}$ is resolvent compact relatively to $B_{0}\left[58\right.$, Def.3.7]. Then the spectral bound $\lambda_{0}$ is non-negative and has the asserted properties [58, Prop.3.10].

Theorem 28. Let the Assumptions 22 and 15 be satisfied. Assume that there is no element $v \in \ell_{+}^{11} \cap D\left(\mathcal{A}_{0}\right)$ such that $v \neq 0$ and $\mathcal{A}_{0} v \geq 0$. Then the extinction equilibrium is locally asymptotically stable.

Proof. It follows from the assumptions and (1.56) that $g$ is continuously differentiable in $\ell_{+}^{11}$ and $g^{\prime}(0)=0$. Suppose that the spectral bound of $\mathcal{A}_{0}$,

$$
\lambda_{0}=\sup \left\{\Re \lambda ; \lambda \in \sigma\left(\mathcal{A}_{0}\right)\right\},
$$

is non-negative. Then the same arguments as in the proof of Proposition 5 imply that $\lambda_{0}$ has the properties (i), (ii), (iii) asserted in Proposition 5, in particular $\mathcal{A}_{0} v=\lambda_{0} v \geq 0$ with some $v \in \ell_{+}^{11} \cap D\left(\mathcal{A}_{0}\right)$, in contradiction to our assumption. Hence $\lambda_{0}<0$ and all eigenvalues of $\mathcal{A}_{0}+g^{\prime}(0)=\mathcal{A}_{0}$ have strictly negative real parts. The assertion follows from Theorem 24. Recall $\tilde{w}=0$.

### 1.10.2 Instability of the extinction equilibrium

Theorem 29. Let the Assumptions 22 and 15 be satisfied. Assume that there is an element $v \in \ell_{+}^{11} \cap D\left(\mathcal{A}_{0}\right)$ such that $v \neq 0$ and $\mathcal{A}_{0} v \geq 0$. Further assume that there is no element $v \in \ell_{+}^{11} \cap D\left(\mathcal{A}_{0}\right)$ such that $v \neq 0$ and $\mathcal{A}_{0} v=0$. Then the extinction equilibrium is unstable.

Remark 5. Under the assumptions of Theorem 29, there exists an eigenvalue $\lambda_{0}>0$ of $\mathcal{A}_{0}$ which is associated with positive eigenvectors of $\mathcal{A}_{0}$ and $\mathcal{A}_{0}^{*}$.

Proof. We choose some $v \in \ell_{+}^{11}, v \neq 0$, such that $\mathcal{A}_{0} v \geq 0$. For $\lambda>0$, $\left(\lambda-\mathcal{A}_{0}\right) v \leq \lambda v$. For sufficiently large $\lambda,\left(\lambda-\mathcal{A}_{0}\right)^{-1}$ exists and is a bounded positive operator. We apply it to the previous inequality arbitrarily many times, $v \leq \lambda^{n}\left(\lambda-\mathcal{A}_{0}\right)^{-n} v$. This implies that the spectral radius of $\lambda\left(\lambda-\mathcal{A}_{0}\right)^{-1}$ is greater than or equal to 1 . Hence the spectral bound of $\mathcal{A}_{0}, \lambda_{0}$, satisfies $\lambda_{0} \in$ $[0, \infty)\left[58\right.$, Cor. 3.6]. By Proposition 5, $\lambda_{0}$ is an eigenvalue of $\mathcal{A}_{0}$ associated with an eigenvector $v \in \ell_{+}^{11}$ of $\mathcal{A}_{0}$ and a positive eigenvector of $\mathcal{A}_{0}^{*}$. Since $\mathcal{A}_{0} v \neq 0$ for all $v \in \ell_{+}^{11}, v \neq 0, \lambda_{0}>0$. So $\mathcal{A}_{0}$ has a positive eigenvalue and, by Theorem 28 (notice that $\mathcal{A}=\mathcal{A}_{0}$ because $w=\tilde{w}=0$ ), the extinction equilibrium $(0,0)$ is unstable.

### 1.10.3 Persistence of the metapopulation

Since persistence is a stronger property than instability of the extinction equilibrium, it is not surprising that we uphold the assumptions of Theorem 29. Then the operator $\mathcal{A}_{0}=B_{0}+C$ has a positive eigenvalue which is associated with a positive eigenvector of $\mathcal{A}_{0}^{*}$. We need this eigenvector to be strictly positive in an appropriate sense. To this end we make irreducibility assumptions for the transition matrix $\left(\alpha_{j k}\right)$.

Definition 1. The infinite matrix $\left(\alpha_{j k}\right)_{j, k \in \mathbb{N}}$ is called irreducible if, for every $j, k \in \mathbb{N}, j \neq k$, there exist $n \in \mathbb{N}$ and $i_{1}, \ldots, i_{n} \in \mathbb{N}$ such that $i_{1}=k, i_{n}=j$ and $\alpha_{i_{l+1}, i_{l}}>0$ for $l=1, \ldots, n-1$;

If $k_{0} \in \mathbb{N}$, the finite matrix $\left(\alpha_{j k}\right)_{j, k=1}^{k_{0}}$ is called irreducible if the analogous statement holds with the set $\mathbb{N}$ be replaced by $\left\{0, \ldots, k_{0}\right\}$.

A number $k_{0} \in \mathbb{N}$ is called the irreducibility bound of the infinite matrix $\left(\alpha_{j k}\right)$, if the matrix $\left(\alpha_{j k}\right)_{j, k=0}^{k_{0}}$ is irreducible, $\alpha_{j k}=0$ whenever $j>k_{0}$ and $k=0, \ldots, j-1$, and $\alpha_{k k}<0$ for $k>k_{0}$.

Analogously the irreducibility of an infinite matrix $\left(\breve{\alpha}_{j k}\right)_{j, k \in \mathbb{Z}_{+}}$or its irreducibility bound are defined.

Notice that the irreducibility together with the assumptions $\sum_{j=0}^{\infty} \alpha_{j k} \leq 0$, $\alpha_{j k} \geq 0$ for $j \neq k$, implies that $\alpha_{k k}<0$ for all $k \in \mathbb{N}$. It is easy to see that the irreducibility bound (if there is one) is uniquely determined.

Assumption 30 Let one of the following be satisfied:
(a) The infinite matrix $\left(\alpha_{j k}\right)_{j, k \in \mathbb{N}}$ is irreducible and $\gamma_{j 0}>0$ for some $j \in \mathbb{N}$ and $\eta_{k}>0$ for some $k \in \mathbb{N}$.
or
(b) The matrix $\left(\alpha_{j k}\right)_{j, k \in \mathbb{N}}$ has the irreducibility bound $k_{0}, \gamma_{j 0}>0$ for some $j \in\left\{1, \ldots, k_{0}\right\}$ and $\eta_{k}>0$ for some $k \in\left\{1, \ldots, k_{0}\right\}$.

Proposition 6. Let Assumption 22, 15 and 30 be satisfied. Then the eigenvalue $\lambda_{0}$ of $\mathcal{A}_{0}$ in Proposition 5 is associated with a strictly positive eigenvector $v^{*}$ of $\mathcal{A}_{0}^{*},\left\langle\mathbf{x}, v^{*}\right\rangle>0$ for all $\mathbf{x} \in \ell_{+}^{11}, \mathbf{x} \neq 0$.
Proof. Let us first assume (a) in the Assumptions 30. The operator $\mathcal{A}_{0}=$ $B_{0}+C$, with $B_{0}$ and $C$ in (1.55) and $x^{*}, z$ in Remark 4, is associated with the infinite matrix

$$
\left(\beta_{j k}\right)_{j, k=0}^{\infty}=\left(\begin{array}{cccc}
-\xi & \eta_{1} & \eta_{2} & \cdots  \tag{1.58}\\
\gamma_{10} N & \alpha_{11} & \alpha_{12} & \cdots \\
\gamma_{20} N & \alpha_{21} & \alpha_{22} & \cdots \\
\vdots & \vdots & \vdots & \vdots
\end{array}\right)
$$

By Assumption 30 (a) this infinite matrix is irreducible and the semigroup $T$ generated by $\mathcal{A}_{0}$ is strictly positive on $\ell_{+}^{11}$, i.e., $[T(t) \mathbf{x}]_{j}>0$ for every $t>0$, $j \in Z_{+}, \mathbf{x} \in \ell_{+}^{11}, \mathbf{x} \neq 0$. This implies that the eigenvector $v^{*}$ of $\mathcal{A}_{0}$ associated with $\lambda_{0}$ is strictly positive, i.e. $\left\langle\mathbf{x}, v^{*}\right\rangle>0$ for all $\mathbf{x} \in \ell_{+}^{11}, \mathbf{x} \neq 0$. Let us now assume (b) in the Assumptions 30. $v^{*}$ can be identified with a sequence $\left(y_{j}\right)_{j=0}^{\infty}$ with $y_{j}=\left\langle e_{j}, v^{*}\right\rangle \geq 0$ for all $j \in \mathbb{Z}_{+}$. Here $e_{j}$ is the sequence which has 1 in the $j^{\text {th }}$ term and only zeros otherwise. Suppose that $y_{j}=0$ for $j=0, \ldots, k_{0}$. Let $k>k_{0}$ be the smallest natural number for which $y_{k}>0$. Since $k>1$, by the form of (1.58),

$$
\left\langle e_{k}, \mathcal{A}^{*} v^{*}\right\rangle=\sum_{j=k}^{\infty} y_{j} \alpha_{j k}
$$

Since $\alpha_{j k}=0$ for $j>k>k_{0}$ by Definition 1,

$$
\left\langle e_{k}, \mathcal{A}^{*} v^{*}\right\rangle=\alpha_{k k} y_{k}
$$

But also $\left\langle e_{k}, \mathcal{A}^{*} v^{*}\right\rangle=\lambda_{0} y_{k}$ which implies $0<\lambda_{0}=\alpha_{k k} \leq 0$, a contradiction. Hence $y_{j}>0$ for at least one $j \in\left\{0, \ldots, k_{0}\right\}$. Since the matrix $\left(\beta_{j k}\right)_{j, k=0}^{k_{0}}$ is irreducible, $[T(t) \mathbf{x}]_{j}>0$ for all $t>0, j=0, \ldots, k_{0}, \mathbf{x} \in \ell_{+}^{11}, \mathbf{x} \neq 0$. Hence, for each $\mathbf{x} \in \ell_{+}^{11}, \mathbf{x} \neq 0$,

$$
0<\left\langle T(t) \mathbf{x}, v^{*}\right\rangle=e^{\lambda_{0} t}\left\langle\mathbf{x}, v^{*}\right\rangle
$$

Theorem 31. Let Assumption 22, 15, and 30 be satisfied. Assume that there is an element $v \in \ell_{+}^{11}, v \neq 0$, such that $\mathcal{A}_{0} v=\left(B_{0}+C\right) v \geq 0$. Further assume that there is no element $v \in \ell_{+}^{11}, v \neq 0$, such that $\left(B_{0}+C\right) v=0$.

Then the metapopulation is uniformly weakly persistent, i.e., there exists some $\epsilon_{0}>0$ such that

$$
\limsup _{t \rightarrow \infty}\left(w(t)+\sum_{j=1}^{\infty} j x_{j}(t)\right) \geq \epsilon_{0}
$$

for all solutions of (1.27) with $\breve{w} \geq 0, \breve{x} \in \ell_{+}^{11}, \breve{w}+\sum_{j=1}^{\infty} j \breve{x}_{j}>0$.
Proof. By Remark 5, $\mathcal{A}_{0}$ has an eigenvalue $\lambda_{0}>0$. We first show that the operators $\mathcal{A}_{\epsilon}$ also have positive eigenvalues provided that $\epsilon>0$ is small enough. Let $\lambda$ be a resolvent value of $B_{0}$. Then

$$
\lambda-\mathcal{A}_{\epsilon}=\left[\mathbb{I}+\epsilon\left(\lambda-B_{0}\right)^{-1}-(1-\epsilon) C\left(\lambda-B_{0}\right)^{-1}\right]\left(\lambda-B_{0}\right) .
$$

If $\lambda>0$ is chosen large enough,

$$
\left\|\epsilon\left(\lambda-B_{0}\right)^{-1}-(1-\epsilon) C\left(\lambda-B_{0}\right)^{-1}\right\|<1
$$

for all $\epsilon \in[0,1]$ and the operator in [ ] has a bounded inverse. Thus $\lambda-\mathcal{A}_{\epsilon}$ has a bounded inverse and

$$
\begin{aligned}
\left(\lambda-\mathcal{A}_{\epsilon}\right)^{-1} & =\left(\lambda-B_{0}\right)^{-1}\left[\mathbb{I}+\epsilon\left(\lambda-B_{0}\right)^{-1}-(1-\epsilon) C\left(\lambda-B_{0}\right)^{-1}\right]^{-1} \\
& \xrightarrow{\epsilon \rightarrow 0}\left(\lambda-B_{0}\right)^{-1}\left[\mathbb{I}-C\left(\lambda-B_{0}\right)^{-1}\right]^{-1}=\left(\lambda-\mathcal{A}_{0}\right)^{-1}
\end{aligned}
$$

As $\lambda_{0}>0$ is an eigenvalue of $\mathcal{A}_{0}$ and an isolated point of the spectrum of $\mathcal{A}_{0}$ by Proposition 5, we can choose $\epsilon>0$ so small that $\lambda_{\epsilon}>0$ for the spectral bound $\lambda_{\epsilon}$ of $\mathcal{A}_{\epsilon}$ [33, Chap.4, Thm.2.25 and Sec.3.5]. Then Proposition 5 and 6 hold for $\mathcal{A}_{\epsilon}$ and $\lambda_{\epsilon}$ rather than $\mathcal{A}_{0}$ and $\lambda_{0}$. Once $\epsilon>0$ has been chosen, by Lemma 7 there exists some $\epsilon_{0}>0$ such that $g_{\epsilon}(\mathbf{x}):=\epsilon \mathbf{x}+\epsilon C \mathbf{x}+g(\mathbf{x}) \geq 0$ for all $\mathbf{x} \in \ell_{+}^{11},\|\mathbf{x}\|_{1} \leq \epsilon_{0}$. Assume that there exists a non-negative solution $w,\left(x_{j}\right)_{j=0}^{\infty}$ of (1.27) with $\breve{w} \geq 0, \breve{x} \in \ell_{+}^{11}, \breve{w}+\sum_{j=1}^{\infty} j \breve{x}_{j}>0$ and

$$
\limsup _{t \rightarrow \infty}\left(w(t)+\sum_{j=1}^{\infty} j x_{j}(t)\right)<\epsilon_{0}
$$

If we set $x(t)=\left(x_{j}(t)\right)_{j=1}^{\infty}, w$ and $x$ satisfy (1.33). Then $\mathbf{x}=(w, x)$ in $\ell_{+}^{11}$ with $\mathbf{x}(0) \neq 0$ and $\lim \sup _{t \rightarrow \infty}\|\mathbf{x}(t)\|_{1}<\epsilon_{0}$. By Proposition 5 and $6, \lambda_{\epsilon}=s\left(\mathcal{A}_{\epsilon}\right)$ is an eigenvalue of $\mathcal{A}_{\epsilon}$ and there exists $v_{\epsilon}^{*} \in X_{+}^{*}, X=\ell^{11}$, such that $\left\langle x, v_{\epsilon}^{*}\right\rangle>0$ for all $x \in \ell_{+}^{11}, x \neq 0$. By making a time shift forward and using the semiflow property, we can assume that $\left\langle\mathbf{x}(t), v_{\epsilon}^{*}\right\rangle>0$ and $\|\mathbf{x}(t)\|_{1} \leq \epsilon_{0}$ for all $t \geq 0$. Then, for all $t \geq 0$,

$$
\mathbf{x}(t)=\mathbf{x}(0)+\mathcal{A}_{\epsilon} \int_{0}^{t} \mathbf{x}(s) d s+\int_{0}^{t} g_{\epsilon}(\mathbf{x}(s)) d s \geq \mathbf{x}(0)+\mathcal{A}_{\epsilon} \int_{0}^{t} \mathbf{x}(s) d s
$$

Let $\hat{\mathbf{x}}(\lambda)$ denote the Laplace transform of $\mathbf{x}$,

$$
\hat{\mathbf{x}}(\lambda)=\int_{0}^{\infty} e^{-\lambda t} \mathbf{x}(t) d t
$$

We take the Laplace transform of the equation above,

$$
\hat{\mathbf{x}}(\lambda) \geq \frac{1}{\lambda} \mathbf{x}(0)+\frac{1}{\lambda} \mathcal{A}_{\epsilon} \hat{\mathbf{x}}(\lambda) .
$$

We multiply by $\lambda$ and apply the functional $v_{\epsilon}^{*}$,

$$
\lambda\left\langle\hat{\mathbf{x}}(\lambda), v_{\epsilon}^{*}\right\rangle \geq\left\langle\mathbf{x}(0), v_{\epsilon}^{*}\right\rangle+\lambda_{\epsilon}\left\langle\hat{\mathbf{x}}(\lambda), v_{\epsilon}^{*}\right\rangle .
$$

For $\lambda=\lambda_{\epsilon}$ we obtain the contradiction, $0 \geq\left\langle\mathbf{x}(0), v_{\epsilon}^{*}\right\rangle>0$.
If the solution semiflow has a compact attract, a stronger persistence results can be obtained.

Theorem 32. Let the Assumptions 22, 15, 17, 20, and 30 be satisfied.
Assume that there is an element $v \in \ell_{+}^{11}, v \neq 0$, such that $\left(B_{0}+C\right) v \geq 0$. Further assume that there is no element $v \in \ell_{+}^{11}, v \neq 0$, such that $\left(B_{0}+C\right) v=$ 0.

Then the metapopulation is uniformly strongly persistent in the following sense: Under Assumption 30 (a), for every $j \in \mathbb{Z}_{+}$, there exists some $\epsilon_{j}>0$ such that

$$
\liminf _{t \rightarrow \infty} w(t) \geq \epsilon_{0}, \quad \liminf _{t \rightarrow \infty} x_{j}(t) \geq \epsilon_{j} \quad \forall j \in \mathbb{N}
$$

for all integral solutions of (1.27) with $\breve{w} \geq 0, \breve{x} \in \ell_{+}^{11}, \breve{w}+\sum_{j=1}^{\infty} j \breve{x}_{j}>0$. Under Assumption 30 (b), such a result holds for $w$ and $x_{1} \ldots, x_{k_{0}}$.

Proof. We define $\rho: \mathbb{R}_{+} \times \ell_{+}^{11} \rightarrow \mathbb{R}_{+}$by $\rho(w, x)=w+\sum_{j=1}^{\infty} j x_{j}, x=\left(x_{j}\right)_{j=0}^{\infty}$. By Theorem 31, the semiflow induced by the solutions of (1.27) is uniformly weakly $\rho$-persistent in the language of [59, A.5] and has a compact
attractor by Theorem 21. We apply [59, Thm.A.34]. In order to show the persistence result for $x_{j}$, fix $j \in \mathbb{N}$ for (a) and $j \in\left\{1, \ldots, k_{0}\right\}$ for (b) and define $\tilde{\rho}(x)=x_{j}, x=\left(x_{j}\right)_{j=0}^{\infty}$. In order to show the persistence result for $w$ define $\tilde{\rho}$ by $\tilde{\rho}(w, x)=w$. Let $\Phi$ be the semiflow induced by the solutions of (1.28), $\Phi_{t}(\breve{w}, \breve{x})=(w(t), x(t))$ with $w, x=\left(x_{j}\right)_{j=0}^{\infty}$ satisfying (1.28). A total orbit $(w(t), x(t))$ of $\Phi$ is defined for all $t \in \mathbb{R}$ and satisfies $(w(t), x(t))=\Phi_{t-r}(w(r), x(r))$ for all $t, r \in \mathbb{R}, t \geq r$. This is equivalent to

$$
\begin{align*}
& w^{\prime}=\sum_{k=1}^{\infty} \eta_{k} x_{k}-w \sum_{k=0}^{\infty} \sigma_{k} x_{k}-\delta w \quad \text { on } \mathbb{R}, \\
& x_{j}(t)-x_{j}(r)=\sum_{k=0}^{\infty} \alpha_{j k} \int_{r}^{t} x_{k}(s) d s+\sum_{k=0}^{\infty} \gamma_{j k} \int_{r}^{t} w(s) x_{k}(s) d s,  \tag{1.59}\\
& j \in \mathbb{Z}_{+}, r, t \in \mathbb{R}, t>r .
\end{align*}
$$

Cf. (1.28). The assumptions of [59, Thm.A.34] are satisfied by the following Lemma.

Lemma 8. Let the assumptions of Theorem 32 be satisfied. Let $w(t), x(t)=$ $\left(x_{j}(t)\right)_{j=0}^{\infty}$ be a non-negative solution of (1.59) which exists on $\mathbb{R}$ such that $w(t)+\|x(t)\|_{1} \leq c$ for all $t \in \mathbb{R}$ with some constant $c>0$ and $\|x(t)\|=N$ for all $t \in \mathbb{R}$.

Then $w(t)>0$ and $x_{j}(t)>0$ for all $t \in \mathbb{R}$ and all $j \in \mathbb{N}$, whenever $w(t)+\sum_{k=1}^{\infty} k x_{k}(t)>0$ for all $t \in \mathbb{R}$.

Proof. By (1.59), integrating the equation for $w$, for $t>r$,

$$
\begin{align*}
& w(t)=w(r) \frac{\phi(t)}{\phi(r)}+\int_{r}^{t} \sum_{k=1}^{\infty} \eta_{k} x_{k}(s) \frac{\phi(t)}{\phi(s)} d s, \\
& \phi(t)=\exp \left(\int_{0}^{t}\left[\sum_{k=0}^{\infty} \sigma_{k} x_{k}(s)-\delta\right] d s\right)>0  \tag{1.60}\\
& x_{j}(t)=x_{j}(r) \frac{\phi_{j}(t)}{\phi_{j}(r)}+\int_{r}^{t} \sum_{k \neq j, k=1}^{\infty}\left[\alpha_{j k}+\gamma_{j k} w(s)\right] x_{k}(s) \frac{\phi_{j}(t)}{\phi_{j}(s)} d s, \\
& \phi_{j}(t)=\exp \left(\int_{0}^{t}\left[\alpha_{j j}+\gamma_{j j} w(s)\right] d s\right)>0 .
\end{align*}
$$

The irreducibility assumptions are now combined with the following kind of arguments.

Case 1: Suppose that $x_{k}(r)>0$ for some $r, k \in \mathbb{N}$. By (1.60), $x_{k}(t) \geq$ $x_{k}(r) \frac{\phi_{j}(t)}{\phi(r)}>0$ for all $t \geq r$. Now let $j \in \mathbb{N}, \alpha_{j k}>0$. By (1.60),

$$
x_{j}(t) \geq \int_{r}^{t} \alpha_{j k} x_{k}(s) \frac{\phi_{j}(t)}{\phi_{j}(s)} d s>0 \quad \forall t>r
$$

If we combine this argument with the respective irreducibility properties of the matrix $\left(\alpha_{j k}\right)_{j, k \in \mathbb{N}}$ we obtain that $x_{j}(t)>0$ for $t>r$ and $j \in \mathbb{N}$ or $j=1, \ldots, k_{0}$ respectively.

By Assumption 30, there exists some $k \in \mathbb{N}$ such that $\eta_{k}>0$. Then

$$
w(t) \geq \int_{r}^{t} \eta_{k} x_{k}(s) \frac{\phi(t)}{\phi(s)} d s>0 \quad \forall t>r
$$

Case 2: Now assume that $w(r)>0$ for some $r \in \mathbb{R}$. By (1.60), $w(t)>0$ for all $t>r$. Since $\sum_{k=0}^{\infty} x_{k}(r)=N$ there are two cases, $x_{0}(r)>0$ or $x_{k}(r)>0$ for some $k \in \mathbb{N}$. If the second is the case, the considerations for case 1 imply that $x_{j}(t)>0$ for all $t>r$ and all $j \in \mathbb{N}$ or $j=1, \ldots, k_{0}$ respectively. So let us assume that $x_{0}(r)>0$. Then $x_{0}(t)>0$ for all $t \geq r$. By Assumption 30, there exists some $j \in \mathbb{N}$ (or $\left.j \in\left\{1, \ldots, k_{0}\right\}\right)$ such that $\gamma_{j 0}>0$. By (1.60),

$$
x_{j}(t) \geq \int_{r}^{t} \gamma_{j 0} w(s) x_{0}(s) \frac{\phi_{j}(t)}{\phi_{j}(s)} d s>0 \quad \forall t>r .
$$

By Case $1, x_{j}(t)>r$ for all $t>r, j \in \mathbb{N}$.
We conclude this section by emphasizing that there is a distinct threshold condition (though we can only express it in abstract terms) which separates local stability of the extinction equilibrium on the one hand from existence of a persistence equilibrium and (weak or strong) persistence of the metapopulation on the other hand.

Theorem 33. Let the Assumptions 15 and 22 be satisfied. Let $z, x^{*}$, $\xi$ and the operator $\tilde{A}$ be as in Remark 4. Then the following hold:
(a) Let $\xi>-\left\langle\tilde{A}^{-1} z, x^{*}\right\rangle$. Then the extinction equilibrium is locally asymptotically stable.
(b) Let $\xi<-\left\langle\tilde{A}^{-1} z, x^{*}\right\rangle$. Then the extinction equilibrium is unstable and there exists a persistence equilibrium. If in addition, Assumption 30 holds, the metapopulation is uniformly weakly persistent in the sense of Theorem 31. If we also add Assumptions 17 and Assumptions 20, then the metapopulation is uniformly strongly persistent in the sense of Theorem 32.

Proof. (a) We apply Theorem 28. Suppose that the assumptions of this theorem are not satisfied. Then there exists an element $v \in \ell_{+}^{11} \cap D\left(\mathcal{A}_{0}\right), v \neq 0$, such that $\mathcal{A}_{0} v \geq 0$. By definition of $\mathcal{A}_{0}$ in (1.57) and by (1.55), $v=(w, x)$ with $w \geq 0, x \in \tilde{\ell}_{+}^{11}$, with

$$
\begin{equation*}
0 \leq-\xi w+\left\langle x, x^{*}\right\rangle, \quad 0 \leq \tilde{A} x+w z \tag{1.61}
\end{equation*}
$$

By Proposition 3, $-\tilde{A}^{-1}$ exist and is a positive bounded linear operator. We apply it to the second inequality in (1.61), $x \leq-w \tilde{A}^{-1} z$. If $w=0, x \in-\tilde{\ell}_{+}^{11}$ and so $x=0$ and $v=0$. Since $v \neq 0, w>0$. We substitute $x \leq-w \tilde{A}^{-1} z$ in
the first inequality in (1.61), $0 \leq-\xi w-w\left\langle\tilde{A}^{-1} z, x^{*}\right\rangle$. We divide by $w>0$ and obtain a contradiction to the assumption $\xi>-\left\langle\tilde{A}^{-1} z, x^{*}\right\rangle$. So the assumptions of Theorem 28 are satisfied and the local asymptotic stability of the extinction equilibrium follows.
(b) The existence of a persistence equilibrium has already been established in Theorem 27 (a). (Notice that Assumption 23 is only needed for the instability statements in Theorem 27 (a).) Similarly as in (a), we show that existence of an element $v \in \ell_{+}^{11}, v \neq 0, \mathcal{A}_{0} v=\left(B_{0}+C\right) v=0$, leads to $\underset{\tilde{A}}{\xi}=-\left\langle\tilde{A}^{-1} z, x^{*}\right\rangle$ which is ruled out by assuming $\xi<-\left\langle\tilde{A}^{-1} z, x^{*}\right\rangle$. Set $x=-\tilde{A}^{-1} z$ and $w=1$. Then $0=\tilde{A} x+w z$ and $0 \leq-\xi w+\left\langle x, x^{*}\right\rangle$ which translates into $\left(B_{0}+C\right) v \geq 0$ for $v=(w, x)$ by (1.55). The respective assumptions of Theorem 29, Theorem 31 and Theorem 32 are satisfied and uniform weak or uniform strong persistence follow.

### 1.11 Application to special metapopulation models

In [39], we consider the following metapopulation model,

$$
\left\{\begin{align*}
& w^{\prime}= \sum_{n=1}^{\infty}\left(1-q_{n}\right) \beta_{n} x_{n}(t)-\left[\delta+\sum_{n=0}^{\infty} \sigma_{n} x_{n}(t)\right] w  \tag{1.62}\\
& x_{0}^{\prime}(t)= \mu_{1} x_{1}(t)+\sum_{n=1}^{\infty} \kappa_{n} x_{n}(t)-\sigma_{0} w(t) x_{0}(t) \\
& x_{n}^{\prime}(t)= {\left[q_{n-1} \beta_{n-1}+\sigma_{n-1} w(t)\right] x_{n-1}(t)+\mu_{n+1} x_{n+1}(t) } \\
&-\left[q_{n} \beta_{n}+\sigma_{n} w(t)+\mu_{n}+\kappa_{n}\right] x_{n}(t) \\
& n=1,2, \ldots
\end{align*}\right.
$$

$\beta_{n}$ and $\mu_{n}$ are the birth and death rates in local populations of size $n, q_{n}$ is the probability that a juvenile stays on its birth patch if the local population size is $n, \kappa_{n}$ is the rate at which a local population of size $n$ is completely wiped out, and $\sigma_{n}$ the rate at which an average migrating individual settles on a patch with local population size $n$. Migrating individuals are assumed to not reproduce, their per capita death rate is $\delta$.

In comparison to (1.27), we identify

$$
\left\{\begin{align*}
\alpha_{k+1, k} & =q_{k} \beta_{k}, & & k \in \mathbb{N},  \tag{1.63}\\
\alpha_{k-1, k} & =\mu_{k}, & & k \in \mathbb{N}, \\
\alpha_{k k} & =-\left(q_{k} \beta_{k}+\mu_{k}+\kappa_{k}\right), & & k \in \mathbb{N}, \\
\alpha_{0 k} & =\kappa_{k}, & & k \in \mathbb{N}, \\
\alpha_{k 0} & =0, & & k \in \mathbb{Z}_{+}, \\
\alpha_{j k} & =0, & & |j-k|>1,
\end{align*}\right.
$$

and

$$
\left\{\begin{array}{rlrl}
\gamma_{k+1, k} & =\sigma_{k}, & & k \in \mathbb{Z}_{+},  \tag{1.64}\\
\gamma_{k, k} & =-\sigma_{k}, & & k \in \mathbb{Z}_{+}, \\
\gamma_{j k} & =0, & j, k \in Z_{+} \text {otherwise }
\end{array}\right.
$$

and $\eta_{k}=\left(1-q_{k}\right) \beta_{k}$. Then

$$
\sum_{j=0}^{\infty} \alpha_{j k}=0, \quad k=0,1, \ldots
$$

For $k \in \mathbb{N}$,

$$
\begin{aligned}
\sum_{j=1}^{\infty} j \alpha_{j k} & =(k+1) q_{k} \beta_{k}+(k-1) \mu_{k}-k\left(q_{k} \beta_{k}+\mu_{k}+\kappa_{k}\right) \\
& =q_{k} \beta_{k}-\mu_{k}-k \kappa_{k}, \\
\eta_{k}+\sum_{j=1}^{\infty} j \alpha_{j k} & =\beta_{k}-\mu_{k}-k \kappa_{k} .
\end{aligned}
$$

For $k=0, \sum_{j=1}^{\infty} j \alpha_{j 0}=0$. For $k \in \mathbb{Z}_{+}$,

$$
\sum_{j=0}^{\infty} \gamma_{j k}=0, \quad \sum_{j=1}^{\infty} j \gamma_{j k}=\sigma_{k}, \quad \sum_{j=1}^{\infty} j\left|\gamma_{j k}\right| \leq 2(1+k) \sigma_{k}
$$

Assumption 34 (a) $\beta_{n}, \kappa_{n} \geq 0, \mu_{n}>0$ for all $n \in \mathbb{N}$.
(b) $0 \leq q_{n} \leq 1$ for all $n \in \mathbb{N}$.
(c) $\sigma_{n} \geq 0$ for all $n \in \mathbb{Z}_{+}, \sup _{n=0}^{\infty} \sigma_{n}<\infty$.

Theorem 35. Let the Assumptions 34 be satisfied. Further, if $\epsilon>0$ is chosen small enough, let $\sup _{n=1}^{\infty} \frac{(1+\epsilon) \beta_{n}-\mu_{n}}{n}<\infty$. Then, for every $\breve{w} \geq 0, \breve{x} \in \ell_{+}^{11}$, there exists a unique integral solution of on $[0, \infty)$. Further $\|x(t)\| \leq\|\breve{x}\|$ for all $t \geq 0$.

Theorem 36. Let the assumptions of Theorem 35 be satisfied. Further assume that there exist constants $c_{4}, \epsilon_{4}>0$ such that $\beta_{n}-\mu_{n}-n \kappa_{n} \leq c_{4}-\epsilon_{4} n$ for all $n \in \mathbb{N}$. Then

$$
w(t)+\sum_{j=1}^{\infty} j x_{j}(t) \leq\left(\breve{w}+\sum_{j=1}^{\infty} j \breve{x}_{j}\right) e^{-\epsilon_{4} t}+\frac{c_{4}\|\breve{x}\|}{\epsilon_{4}}
$$

for all solutions $(w, x)$ of (1.62) with initial data $\breve{w} \geq 0, \breve{x} \in \ell_{+}^{11}$. Further $\|x(t)\| \leq\|\breve{x}\|$ for all $t \geq 0$.

We apply Theorem 21.

Theorem 37. In addition to the Assumptions 34 assume that

$$
\inf _{n=1}^{\infty} \frac{\mu_{n}}{n}>0, \quad \limsup _{n \rightarrow \infty} \frac{\beta_{n}}{\mu_{n}}<1, \text { and } \sup _{n=1}^{\infty} \frac{\kappa_{n}}{n}<\infty
$$

Then the semiflow induced by the solutions of (1.62) on $\mathbb{R}_{+} \times \ell_{+}^{11}$ has a compact attractor for bounded sets.

### 1.11.1 Scenarios of extinction

The population goes extinct without emigration from the patches or colonization of empty patches.

Theorem 38. Let the Assumptions of Theorem 37 be satisfied. If $q_{k}=1$ for all $k \in \mathbb{N}$ (i.e. there is no patch emigration) or if $\sigma_{0}=0$ (empty patches are not colonized), the total population size, $w(t)+\sum_{j=1}^{\infty} j x_{j}(t)$, is integrable on $[0, \infty)$ and converges to 0 as $t \rightarrow \infty$.

Proof. This follows from Corollary $2, \gamma_{00}=-\sigma_{0}$, and $\eta_{k}=\left(1-q_{k}\right) \beta_{k}$.
The population also goes extinct if on every patch the birth rate is smaller than the death rate.

Corollary 4. Let the assumptions of Theorem 35 be satisfied. Assume that there exists some $\epsilon>0$ such that $\beta_{k}-\mu_{k}-k \kappa_{k} \leq-\epsilon k$ for all $k \in \mathbb{N}$. Then the total population size, $w(t)+\sum_{j=1}^{\infty} j x_{j}(t)$, converges to 0 as time tends to infinity.

Proof. The assumptions of Theorem 36 are satisfied with $c_{4}=0$.

### 1.11.2 Persistence

We assume that the metapopulation is not subject to catastrophes, $\kappa_{n}=0$, and introduce the following number which can be interpreted as the basic reproduction ratio of the metapopulation [39],

$$
\begin{equation*}
\mathcal{R}_{0}=\frac{\sigma_{0} N}{\sigma_{0} N+\delta}\left(\sum_{j=1}^{\infty}\left(1-q_{j}\right) \frac{\beta_{j}}{\mu_{j}} \prod_{k=1}^{j-1} \frac{q_{k} \beta_{k}}{\mu_{k}}\right) \tag{1.65}
\end{equation*}
$$

Theorem 39. Let $\sigma_{0}>0, \kappa_{n}=0$ for all $n \in \mathbb{N}$ and $\inf _{n=1}^{\infty} \frac{\mu_{n}}{n}>0$, $\limsup _{n \rightarrow \infty} \frac{\beta_{n}}{\mu_{n}}<1$. Then the following hold:
(a) Let $\mathcal{R}_{0}<1$. Then the extinction equilibrium is locally asymptotically stable.
(b) Let $\mathcal{R}_{0}>1$. Then there exists a persistence equilibrium.
(c) Let $\mathcal{R}_{0}>1$ and one of the following be satisfied: $\left(\mathrm{c}_{1}\right) q_{j} \beta_{j}>0$ for all $j \in \mathbb{N}$ and $\left(1-q_{k}\right) \beta_{k}>0$ for some $k \in \mathbb{N}$,
or
( $\mathrm{c}_{2}$ ) There exists some $k_{0} \in \mathbb{N}$ such that $q_{j} \beta_{j}>0$ for $j=1, \ldots, k_{0}-1$, $q_{j} \beta_{j}=0$ for all $j \geq k_{0}$, and that $\left(1-q_{j}\right) \beta_{j}>0$ for some $j \in\left\{1, \ldots, k_{0}\right\}$. $\operatorname{Under}\left(\mathrm{c}_{1}\right)$, for every $j \in \mathbb{Z}_{+}$, there exists some $\epsilon_{j}>0$ such that

$$
\liminf _{t \rightarrow \infty} w(t) \geq \epsilon_{0}, \quad \liminf _{t \rightarrow \infty} x_{j}(t) \geq \epsilon_{j} \quad \forall j \in \mathbb{N}
$$

for all solutions of (1.62) with $\breve{w} \geq 0, \breve{x} \in \ell_{+}^{11}, \breve{w}+\sum_{j=1}^{\infty} j \breve{x}_{j}>0$. Under Assumption ( $\mathrm{c}_{2}$ ), such a result holds for $w$ and $x_{1} \ldots, x_{k_{0}}$.

Proof. We apply Theorem 33. Let $x=-\tilde{A}^{-1} z$. Then $\sum_{k=1}^{\infty} \alpha_{j k} x_{k}+z_{j}=0$ for $j \in \mathbb{N}$ where $x \in D(\tilde{A})$. By Remark $4, z_{j}=\gamma_{j 0} N$. So $z_{1}=N \sigma_{0}$ and $z_{j}=0$ for $j \geq 2$ by (31). By (1.63),

$$
\begin{align*}
\mu_{2} x_{2}-q_{1} \beta_{1} x_{1} & =\mu_{1} x_{1}-\sigma_{0} N, \\
\mu_{j+1} x_{j+1}-q_{j} \beta_{j} x_{j} & =\mu_{j} x_{j}-q_{j-1} \beta_{j-1} x_{j-1}, \quad j \geq 2 . \tag{1.66}
\end{align*}
$$

Since $x \in D(\tilde{A}), \sum_{j=1}^{\infty}\left|\alpha_{j j}\right| x_{j}<\infty$ and (1.63) implies that the series $\sum_{j=1}^{\infty} \mu_{j} x_{j}$ and $\sum_{j=1}^{\infty} q_{j} \beta_{j} x_{j}$ converge. So we can add the second equality in (1.66) from $j$ to infinity and obtain that $x_{j}=\frac{q_{j-1} \beta_{j-1}}{\mu_{j}} x_{j-1}$ for $j \geq 2$. The first equation in (1.66) implies $\mu_{1} x_{1}=\sigma_{0} N$. This recursive equation is solved by

$$
\begin{equation*}
x_{j}=\prod_{l=1}^{j-1} \frac{q_{l} \beta_{l}}{\mu_{l}} \frac{\sigma_{0} N}{\mu_{j}} . \tag{1.67}
\end{equation*}
$$

with the understanding that $\prod_{j=1}^{0}=1$. By Remark $4,\left\langle x, x^{*}\right\rangle=\sum_{j=1}^{\infty} \eta_{j} x_{j}$ with $\eta_{j}=\left(1-q_{j}\right) \beta_{j}, \xi=N \sigma_{0}-\delta$. This implies that $\xi+\left\langle\tilde{A}^{-1} z, x^{*}\right\rangle$ has the same sign as $1-\mathcal{R}_{0}$.

We refer to [39] for existence of multiple persistence equilibria, the special case of obligatory juvenile emigration, and a bang-bang principle of persistence-optimal emigration.

### 1.12 Special host-macroparasite models and existence of solutions

Let $x_{n}$ denote the number of hosts with $n$ parasites and $w$ the average number of free-living parasites,

$$
\left\{\begin{align*}
w^{\prime}= & \sum_{n=1}^{\infty}\left(1-q_{n}\right) \beta_{n} x_{n}-\left[\delta+\sum_{n=0}^{\infty} \sigma_{n} x_{n}\right] w  \tag{1.68}\\
x_{0}^{\prime}= & \sum_{n=0}^{\infty} \gamma_{n}(x) x_{n}+\mu_{1} x_{1}+\sum_{n=1}^{\infty} \kappa_{n} x_{n}-\sigma_{0} w x_{0}-\nu_{0} x_{0} \\
x_{n}^{\prime}= & {\left[q_{n-1} \beta_{n-1}+\sigma_{n-1} w\right] x_{n-1}+\mu_{n+1} x_{n+1} } \\
& -\left[q_{n} \beta_{n}+\sigma_{n} w+\mu_{n}+\kappa_{n}+\nu_{n}\right] x_{n} \\
& n=1,2, \ldots
\end{align*}\right.
$$

### 1.12.1 Explanation of parameters

In a host with $n$ parasites, parasites die at a rate $\mu_{n} \geq 0$ and are born at a rate $\beta_{n} \geq 0$. With probability $q_{n} \in[0,1]$, newborn parasites stay within the birth host.

Hosts with $n$ parasites are found and entered by an average free-living parasite at a per capita rate $\sigma_{n}$. They look for treatment and are completely delivered of their parasite load at a per capita rate $\kappa_{n} \geq 0$. Hosts with $n$ parasites die at a per capita rate $\nu_{n} \geq 0$ and give birth at a per capita rate $\gamma_{n}$. To be specific, we choose a Ricker type per capita reproduction function,

$$
\gamma_{n}(x)=\tilde{\gamma}_{n} \exp \left(-\sum_{k=0}^{\infty} \eta_{n k} x_{k}\right)
$$

with $\tilde{\gamma}_{n}, \eta_{n k} \geq 0$. Notice that no vertical transmission has been assumed, i.e., newborn hosts have no parasites.

### 1.12.2 Unique existence of solutions

To fit the host-parasite model into the general framework we identify

$$
\begin{array}{rlrl}
\alpha_{k+1, k} & =q_{k} \beta_{k}, & & k \in \mathbb{N}, \\
\alpha_{k-1, k} & =\mu_{k}, & & k=2,3, \ldots, \\
\alpha_{01} & =\mu_{1}+\kappa_{1}, & &  \tag{1.70}\\
\alpha_{0 k} & =\kappa_{k}, & & \\
\alpha_{k k} & =-\left(q_{k} \beta_{k}+\mu_{k}+\kappa_{k}+\nu_{k}\right), \ldots, \\
\alpha_{00} & =-\nu_{0}, & & k \in \mathbb{N}, \\
\alpha_{j k} & =0, & & \text { otherwise }, \\
f(w, x) & =\sum_{n=1}^{\infty}\left(1-q_{n}\right) \beta_{n} x_{n}-\left[\delta+\sum_{n=0}^{\infty} \sigma_{n} x_{n}\right] w, \\
g_{0}(w, x) & =\sum_{n=0}^{\infty} \gamma_{n}(x) x_{n}-\sigma_{0} w x_{0}, & & \\
g_{j}(w, x) & =w\left(\sigma_{j-1} x_{j-1}-\sigma_{j} x_{j}\right), & & j \in \mathbb{N} .
\end{array}
$$

We calculate

$$
\sum_{j=0}^{\infty} \alpha_{j k}=-\nu_{k}, \quad k=0,1, \ldots
$$

For $k \in \mathbb{N}$,

$$
\begin{aligned}
\sum_{j=1}^{\infty} j \alpha_{j k} & =(k+1) q_{k} \beta_{k}+(k-1) \mu_{k}-k\left(q_{k} \beta_{k}+\mu_{k}+\kappa_{k}+\nu_{k}\right) \\
& =q_{k} \beta_{k}-\mu_{k}-k\left(\kappa_{k}+\nu_{k}\right) .
\end{aligned}
$$

For $k=0, \sum_{j=1}^{\infty} j \alpha_{j 0}=0$. For $k \in \mathbb{Z}$,

$$
\sum_{j=0}^{\infty} g_{j}(w, x)=\sum_{k=1}^{\infty} \gamma_{k}(x) x_{k} \quad \text { and } \quad \sum_{j=1}^{\infty} j g_{j}(w, x)=w \sum_{k=0}^{\infty} \sigma_{k} x_{k}
$$

Theorem 40. Let the Assumptions 34 be satisfied and $\nu_{k}, \delta \geq 0$. Then, for all $\breve{w} \in \mathbb{R}_{+}$and $\breve{x} \in \ell_{+}^{11}$, there exists a unique solution $w, x$ on $[0, \infty)$ of (1.22).

Per capita host mortality rates that depend on host density and parasite burden would realistically not lead to a bounded perturbation, but require a different approach.

### 1.13 Application to prion proliferation

We focus on model (1.2) and leave the models (1.4) and (1.5) for future work. We assume that the coefficients $b_{j k}, \sigma_{j}$, and $\kappa_{j}$ are all non-negative and the parameters $\delta$ and $\Lambda$ are positive. While the infinite matrices ( $\alpha_{j k}$ ) have been sparse (basically tri-diagonal with an additional full first row) in the special metapopulation model in Section 1.11 and the host-macroparasite model in Section 1.12, the matrix $\left(\alpha_{j k}\right)$ in (1.3) has a full array above the diagonal. The coefficients $\alpha_{j k}$ in (1.3) satisfy Assumption 1 (a) (modified for the missing $x_{0}$-equation). By (1.3), for $k \geq 2$,

$$
\sum_{j=1}^{\infty} \alpha_{j k}=\kappa_{k}+\sum_{j=1}^{k-1}\left(b_{j k}+b_{k-j, k}\right)-\kappa_{k}-\sum_{i=1}^{k-1} b_{i k}=\sum_{j=1}^{k-1} b_{k-j, k}
$$

We substitute $k-j=i$,

$$
\begin{equation*}
\sum_{j=0}^{\infty} \alpha_{j k}=\sum_{i=1}^{k-1} b_{i k} \tag{1.71}
\end{equation*}
$$

Assumption 1 (b) is satisfied if we assume

$$
\begin{equation*}
\sup _{k=1}^{\infty} \sum_{i=1}^{k-1} b_{i k}<\infty \tag{1.72}
\end{equation*}
$$

We can not determine from the literature whether or not such an assumption is biologically reasonable. It seems to be mainly for mathematical reasons that that the coefficients $b_{j k}=b$ are assumed to be constant in [46, App.A] because it allows a moment closure which transforms the infinite system to three ordinary differential equations which can be completely analyzed [48]. In this special case $\sum_{i=1}^{k-1} b_{i k}=b(k-1)$ and Assumption $1(\mathrm{~b})$ is not satisfied. As for part (c),

$$
\sum_{j=1}^{\infty} j \alpha_{j k}=\sum_{j=1}^{k-1} j\left(b_{j k}+b_{k-j, k}\right)-k \kappa_{k}-k \sum_{i=1}^{k-1} b_{i k}
$$

Again we substitute $i=j-k$,

$$
\begin{equation*}
\sum_{j=0}^{\infty} j \alpha_{j k}=-k \kappa_{k}+\sum_{j=1}^{k-1} j b_{j k}+\sum_{i=1}^{k-1}(k-i) b_{i k}-k \sum_{i=1}^{k-1} b_{i k}=-k \kappa_{k} \tag{1.73}
\end{equation*}
$$

This shows that Assumption 1 (c) also follows from (1.72). Let $\tilde{\ell}_{1}=\{x=$ $\left.\left(x_{j}\right)_{j=1}^{\infty} ;\|x\|^{\sim}<\infty\right\}$ with $\|x\|^{\sim}=\sum_{j=1}^{\infty}\left|x_{j}\right|$. Then Theorem 2 and Lemma 2 hold mutandis mutatis under (1.72).

Since the state space of the nonlinear equations involves $\tilde{\ell}_{+}^{11}$ rather than $\tilde{\ell}_{+}^{1}, \tilde{\ell}^{11}=\left\{x=\left(x_{j}\right)_{j=1}^{\infty} ;\|x\|_{1}^{\sim}<\infty\right\}$ with $\|x\|_{m}^{\sim}=\sum_{j=1}^{\infty} j^{m}\left|x_{j}\right|$, it is sufficient, though, that the infinite matrix $\left(\alpha_{j k}\right)$ is associated with a positive $C_{0}$-semigroup on $\tilde{\ell}^{11}$ which follows from (1.73) by the same construction as in [40] or in [60]. In order to get a handle on the generator in a analogous fashion as in Lemma 1, we investigate

$$
\sum_{j=1}^{\infty} j^{2} \alpha_{j k}=\sum_{j=1}^{k-1} j^{2}\left(b_{j k}+b_{k-j, k}\right)-k^{2} \kappa_{k}-k^{2} \sum_{i=1}^{k-1} b_{i k}
$$

With the usual substitution $j=k-i$,

$$
\begin{aligned}
\sum_{j=1}^{\infty} j^{2} \alpha_{j k} & =\sum_{j=1}^{k-1} j^{2} b_{j k}+\sum_{i=1}^{k-1}(k-i)^{2} b_{i k}-k^{2} \kappa_{k}-k^{2} \sum_{i=1}^{k-1} b_{i k} \\
& =-2 \sum_{j=1}^{k-1} j(k-j) b_{j k}-k^{2} \kappa_{k} .
\end{aligned}
$$

If we do not want to impose (1.72), we can alternatively add the following boundedness and positivity assumptions.
Assumption 41 (a) $\sup _{k=2}^{\infty} \underset{j=1}{k-1} \max _{j k}<\infty \quad$ and $\quad \sup _{j=1}^{\infty} \frac{\kappa_{j}}{j}<\infty$.
(b) $\inf _{j=1}^{\infty} \kappa_{j}>0 \quad$ or $\quad \inf _{k=2}^{\infty} \frac{1}{k} \min _{j=1}^{k-1} b_{j k}>0$.

It follows from these assumptions that there exist constants $c_{0}, c_{1}, \epsilon>0$ such that

$$
\sum_{j=1}^{\infty} j^{2} \alpha_{j k} \leq c_{0}-\epsilon k^{2}-\epsilon k\left|\alpha_{k k}\right| \quad \forall k \in \mathbb{Z}_{+}
$$

The same proofs as in [40] or [60] provide the following result.
Lemma 9. Let the Assumptions 41 be satisfied. Then the operator $\breve{A}_{1}$ on $\tilde{\ell}^{11}$ defined by

$$
\begin{aligned}
\breve{A}_{1} x & =\left(\sum_{k=1}^{\infty} \alpha_{j k} x_{k}\right)_{j=1}^{\infty}, \quad x=\left(x_{k}\right)_{k=1}^{\infty}, \\
D\left(\breve{A}_{1}\right) & =\left\{x \in \tilde{\ell}^{11} ; \sum_{k=1}^{\infty} k\left|\alpha_{k k}\right|\left|x_{k}\right|<\infty\right\}
\end{aligned}
$$

is closable and its closure generates a positive contraction $C_{0}$-semigroup $\tilde{S}$ on $\tilde{\ell}^{11} . \tilde{S}$ leaves $\tilde{\ell}^{12}=\left\{x=\left(x_{j}\right) ;\|x\|_{2}<\infty\right\}$ invariant.

We set

$$
\begin{aligned}
& f(t, w, x)=\Lambda-w \sum_{k=1}^{\infty} \sigma_{k} x_{k}-\delta w, \\
& g_{j}(t, w, x)=w\left(\sigma_{j-1} x_{j-1}-\sigma_{j} x_{j}\right) .
\end{aligned}
$$

Then the Assumptions 4 are satisfied. Further

$$
\begin{aligned}
& \sum_{j=1}^{\infty} g_{j}(t, w, x)=0 \\
& \sum_{j=1}^{\infty} j g_{j}(t, w, x) \leq w \sum_{j=1}^{\infty} \sigma_{j} x_{j}, \\
& f(t, w, x)+\sum_{j=1}^{\infty} j g_{j}(t, w, x) \leq \Lambda .
\end{aligned}
$$

By (1.73), by similar proofs as in Theorems 5 and Theorem 7, we obtain that solutions with non-negative initial data are defined and non-negative for all $t \geq 0$ and satisfy

$$
\left.\begin{array}{rl}
w(t) & \leq w(0) e^{-\delta t}+\frac{\Lambda}{\delta}\left(1-e^{-\delta t}\right) \\
w(t)+\sum_{j=1}^{\infty} j x_{j}(t) & \leq w(0)+\sum_{j=1}^{\infty} j x_{j}(0)+\Lambda t
\end{array}\right\} \quad \forall t \geq 0
$$

If $\inf _{j=1}^{\infty} \kappa_{j}>0$, then

$$
\limsup _{t \rightarrow \infty}\left(w(t)+\sum_{j=1}^{\infty} j x_{j}(t)\right) \leq \frac{\Lambda}{\zeta}, \quad \zeta=\min \left\{\delta, \inf _{j=1}^{\infty} \kappa_{j}\right\}>0
$$

If we additionally assume that the polymerization rates $\left(\sigma_{j}\right)$ are bounded, a similar procedure as in Section 1.6 shows that the semiflow on $\mathbb{R}_{+} \times \tilde{\ell}_{+}^{11}$ associated with system (1.2) has a compact attractor for bounded sets. If $\inf _{j=1}^{\infty} \kappa_{j}=0$ but $\inf _{k=2}^{\infty} \frac{1}{k} \min _{j=1}^{k-1} b_{j k}>0$, we conjecture that the semiflow has a compact attractor for bounded sets if it is restricted to the positive cone of the invariant subspace $\mathbb{R} \times \tilde{\ell}^{12}$ with the stronger norm $(w, x)=|w|+\sum_{j=1}^{\infty} j^{2}\left|x_{j}\right|^{2}$.

## A . Non-differentiability of the simple death process semigroup

We prove formulas (1.19) and (1.20) which imply that the semigroups $S$ on $\ell$ and $S_{1}$ on $\ell^{11}$ associated with the simple birth process are not differentiable at any $t \in(0, \ln 2]$. Recall that we have chosen $\bar{t}=\ln 2$ such that $e^{-\bar{t}}=1 / 2$. By (1.17) and (1.18),

$$
\begin{aligned}
\left\|\frac{d}{d t} S(\bar{t}) e^{[2 n]}\right\| & =2 \sum_{j=0}^{2 n}\binom{2 n}{j} 2^{-2 n}|n-j| \\
& =2 \sum_{j=0}^{n-1}\binom{2 n}{j} 2^{-2 n}(n-j)+2 \sum_{j=n+1}^{2 n}\binom{2 n}{j} 2^{-2 n}(j-n) .
\end{aligned}
$$

We substitute $j=2 n-k$ in the last sum and use $\binom{2 n}{k}=\binom{2 n}{2 n-k}$,

$$
\begin{equation*}
\left\|\frac{d}{d t} S(\bar{t}) e^{[2 n]}\right\|=4 \sum_{j=0}^{n-1}\binom{2 n}{j} 2^{-2 n}(n-j) \tag{1.74}
\end{equation*}
$$

By the binomial theorem,

$$
\begin{equation*}
2^{2 n}=\sum_{j=0}^{2 n}\binom{2 n}{j}=2 \sum_{j=0}^{n-1}\binom{2 n}{j}+\binom{2 n}{n} . \tag{1.75}
\end{equation*}
$$

By rearranging the binomial coefficients,

$$
\begin{equation*}
\sum_{j=0}^{n-1}\binom{2 n}{j} j=2 n \sum_{j=1}^{n-1}\binom{2 n-1}{j-1}=2 n \sum_{j=0}^{n-2}\binom{2 n-1}{j} \tag{1.76}
\end{equation*}
$$

Again by the binomial theorem,

$$
2^{2 n-1}=\sum_{j=0}^{2 n-1}\binom{2 n-1}{j}=\sum_{j=0}^{n-2}\binom{2 n-1}{j}+\sum_{j=n-1}^{2 n-1}\binom{2 n-1}{j} .
$$

In the second sum we substitute $j=2 n-1-k$. Then

$$
\begin{aligned}
2^{2 n-1} & =\sum_{j=0}^{n-2}\binom{2 n-1}{j}+\sum_{k=0}^{n}\binom{2 n-1}{2 n-1-k} \\
& =2 \sum_{j=0}^{n-2}\binom{2 n-1}{j}+\binom{2 n-1}{n}+\binom{2 n-1}{n-1} .
\end{aligned}
$$

We combine this formula with (1.76),

$$
\sum_{j=0}^{n-1}\binom{2 n}{j} j=n\left(2^{2 n-1}-\binom{2 n}{n}\right)
$$

We combine this last formula with (1.75),

$$
2 \sum_{j=0}^{n-1}\binom{2 n}{j}(n-j)=n\left(2^{2 n}-\binom{2 n}{n}\right)-2 n\left(2^{2 n-1}-\binom{2 n}{n}\right)=n\binom{2 n}{n}
$$

By (1.74), we obtain the equation in (1.19). One checks by induction that

$$
\binom{2 n}{n} 2^{-2 n}=\frac{\left(1-\frac{1}{2}\right) \cdots\left(n-\frac{1}{2}\right)}{1 \cdots n}
$$

(Cf. [17, II.(12.5)] and [17, II.(4.1)].) By (1.19), for $n \geq 2$,

$$
\begin{aligned}
\left\|\frac{d}{d t} S(\bar{t}) e^{[2 n]}\right\| & =\frac{\left(1+\frac{1}{2}\right) \cdots\left(n-1+\frac{1}{2}\right)}{1 \cdots(n-1)} \\
& =\prod_{j=1}^{n-1} \frac{j+\frac{1}{2}}{j}=\prod_{j=1}^{n-1}\left(1+\frac{1}{2 j}\right) .
\end{aligned}
$$

We take the logarithm,

$$
\begin{aligned}
& \ln \left\|\frac{d}{d t} S(\bar{t}) e^{[2 n]}\right\|=\sum_{j=1}^{n-1} \ln \left(1+\frac{1}{2 j}\right) \\
\geq & \int_{1}^{n-1} \ln \left(1+\frac{1}{2 x}\right) d x=\frac{1}{2} \int_{2}^{2(n-1)} \ln \left(1+\frac{1}{y}\right) d y \\
\geq & \frac{1}{2} \int_{2}^{2(n-1)}\left(\frac{1}{y}-\frac{1}{2 y^{2}}\right) d y \geq \frac{1}{2}(\ln 2(n-1)-\ln 2-1) \\
= & \frac{1}{2}(\ln (n-1)-1) .
\end{aligned}
$$

We exponentiate this estimate and obtain (1.20). As for the inequality in (1.19),

$$
\begin{aligned}
& \left\|\frac{d}{d t} S(\bar{t}) e^{[2 n]}\right\|_{1}-\left\|\frac{d}{d t} S(\bar{t}) e^{[2 n]}\right\| \\
= & \sum_{j=1}^{\infty} j\left|\frac{d}{d t}\left[S(\bar{t}) e^{[2 n]}\right]_{j}\right|=2 \sum_{j=1}^{2 n}\binom{2 n}{j} 2^{-2 n} j|n-j| \\
= & 2 \sum_{j=1}^{n-1}\binom{2 n}{j} 2^{-2 n} j(n-j)+2 \sum_{j=n+1}^{2 n}\binom{2 n}{j} 2^{-2 n} j(j-n) \\
= & 2 \sum_{j=1}^{n-1}\binom{2 n}{j} 2^{-2 n} j(n-j)+2 \sum_{k=0}^{n-1}\binom{2 n}{2 n-k} 2^{-2 n}(2 n-k)(n-k) \\
= & 2^{1-2 n} 2 n^{2}+4 n \sum_{j=1}^{n-1}\binom{2 n}{j} 2^{-2 n}(n-j) .
\end{aligned}
$$

Here we have used that $\binom{2 n}{2 n-k}=\binom{2 n}{k}$. By (1.74),

$$
\left\|\frac{d}{d t} S(\bar{t}) e^{[2 n]}\right\|_{1}=2^{-2 n} 2 n^{2}+(n+1)\left\|\frac{d}{d t} S(\bar{t}) e^{[2 n]}\right\|
$$

This implies the inequality in (1.19).
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