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Summary

Any character that has a substantial effect on a species' distribution and abundance can exert a variety of indirect effects on evolutionary processes. It is suggested that an organism's capacity for habitat selection is just such a character. Habitat selection can constrain the selective environment experienced by a population. Habitat selection can also indirectly influence the relative importance of natural selection, drift, and gene flow, through its effect on population size and growth rate. In many circumstances (but not all), habitat selection increases population size and growth rate, and thereby makes selection in a local environment more effective than drift and gene flow.
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Introduction

Although all characters of an organism may be grist for the evolutionary mill, surely some characters are more important in evolution than others. In particular, characters that have a substantial impact on the distribution and abundance of a species – i.e. those characters comprising that species' ecological phenotype (Parsons, 1983) – should have a profound influence on evolutionary processes. In this paper, I argue that optimal habitat selection may be just such a key component of a species' ecological phenotype.

In thinking about the evolutionary role of any character, it is useful to distinguish three causal chains relating it to natural selection. First, the character may be directly molded by selection. As a familiar example, body size may determine mortality or fecundity rates, and hence the mean body size of a population should reflect selection on body size, per se (e.g. Karn and Penrose, 1951). In like manner, the behavioral traits that allow an organism to choose among habitats so as to maximize its inclusive fitness should also be subject to selection. Second, the character may indirectly influence the evolution by natural selection of other characters, and do so in two distinct ways: through genetic correlations the character may constrain the response of other characters to selection, whereas through phenotypic channels the character may constrain the action of selection on other characters (e.g. the magnitude or direction of the selective differential). Although genetic correlations among characters are doubtless of great potential significance in evolutionary dynamics (Lande, 1979), it is difficult to predict when such correlations are likely to be important in the absence of a detailed understanding of the developmental machinery generating them. By contrast, it is often clear how the state of one character may guide the direction of selection acting on other characters (i.e. fitness epistasis at the phenotype level). For example, body size may determine the risk of predation. If small-bodied individuals are relatively
vulnerable to predation, then in a population with small average body size, body color may be selected for crypsis, whereas in a population with large average body size and low predation risk, selection on body color might instead reflect thermoregulatory needs or sexual selection. Similarly, I will argue below that habitat selection biases the array of environmental states a population experiences; this can constrain the direction of phenotypic evolution for traits related to the ability to exploit particular habitats. And finally, the character may play a central role in determining the dynamic properties of a species' populations – their mean abundances, the magnitude of fluctuations in population size, patterns of response to disturbance, etc. These demographic attributes in turn influence the efficacy of selection across the entire genome, relative to countervailing evolutionary forces such as drift and gene flow. A principal theme of this paper is that habitat selection can have a major effect on population dynamics, and hence indirectly on the likely importance of genetic drift and gene flow as evolutionary processes.

The paper is constructed as follows. First, I contrast two views on how population dynamics might be related to evolutionary processes. I then review some standard results from population genetic theory on the relation between population size and, in turn: drift; the precision and rate of natural selection; and the importance of gene flow. This is followed by a summary of the theory of optimal habitat selection and an examination of the effect of habitat selection on population size and growth rate. I tie these strands of thought together to argue that habitat selection should often (but not always) reduce the importance of genetic drift and gene flow as constraints on the evolution of local adaptation. I finally consider briefly how habitat selection channels phenotypic evolution toward increasing specialization.

**Perspectives on population dynamics and evolution**

In classic population genetics theory, the mean size of a population and its pattern of fluctuations around that mean are largely taken as given, a fixed backdrop against which the evolutionary play of a species unfolds (e.g. see quote in Appendix). A central focus of this classical theory has been on the interplay of various evolutionary forces, and in particular on the importance of genetic drift relative to natural selection (Crow and Kimura, 1970; Kimura, 1983).

By contrast, evolutionary ecologists have taken as principal goals understanding, on the one hand, how selection influences those phenotypic characters that strongly affect population size and growth rates, and, on the other, how population dynamics provides a kind of template for adaptive evolution. These concerns echo the viewpoint of classic ecological genetics (reviewed in Ford, 1974), which tended to emphasize the study of traits that could affect distribution and abundance (e.g. protective coloration). The literature of our field is replete with discussions of the evolution of foraging behaviors, anti-predator adaptations, reproductive ‘effort’, spacing systems, and other characters manifestly important in determining the dynamic behavior and average abundance of populations (for review see Emelen, 1984). As noted by Gould and Lewontin (1979), evolutionary ecologists have focused on the role of natural selection in character evolution. This emphasis is, in my opinion, perfectly reasonable, at least as a starting point. But also it would be useful for evolutionary ecologists to assay the potential of non-selective evolutionary processes to thwart adaptive evolution if for no other reason than to suggest explanations for observed or suspected deviations from predicted optimal phenotypes.

To some extent, the difference between the views on the relation between population dynamics and evolution expressed by Kimura and Ohta (1971) and the standard stance of evolutionary ecologists corresponds to differences in the kinds of characters that interest them (molecular variants for the former, versus major morphological, physiological and behavioral characters for the latter). This difference in perspective also matches the dichotomy between Ronald Fisher's
and Sewall Wright's views of adaptive evolution (Fisher, 1958; Wright, 1977), which depends on differing ecological assumptions (Provine, 1985). Fisher tended to assume that population sizes are large enough that drift can be ignored, except in populations so small that extinction is virtually inescapable; adaptations thus arise by mass selection on a locus-by-locus basis. Wright, by contrast, in his 'shifting balance theory' emphasizes that many species are rare, and that even species with large total numbers of individuals are made up of numerous populations providing partially independent arenas of evolution. The effective size of these local populations may often be small enough, particularly in light of the fluctuations in numbers observed in many species, for local populations to drift occasionally from one adaptive peak to another one with higher fitness. The species as a whole is then transformed by selective diffusion. In Wright's words 'A deme in which the set of gene frequencies comes under control of a fitness peak superior to those controlling the sets at neighboring demes tends to produce a greater surplus population and, by excess dispersion, systematically shifts the neighboring demes until they all move autonomously to control by the same fitness peak' (Wright, 1977, p. 455). The characters in question in the shifting balance model thus must have a substantial effect on local population size. In the Fisherian world-view, which emphasizes selection, population dynamics is important only insofar as it affects the relative selective values of alternative alleles or phenotypes. This may be incorporated into Wright's model as well, but in addition, population dynamics sets the relative importance of drift and selection within populations, and is involved in the process of selective diffusion (asymmetric dispersal) between populations.

**Population dynamics, drift, and gene flow**

The ecological phenotype of a species influences the dynamic properties of its local populations, including their average abundances, distributions among local habitats, patterns of temporal fluctuations in density, the role of dispersal relative to local birth and death rates, and the probabilities of local extinction and recolonization. Habitat selection, through its effect on these dynamic properties of populations, can influence (albeit indirectly) each of the central components of evolutionary change: the rate of origin of evolutionary novelties by mutation (if mutation rates are constant per locus, per individual, then the overall rate of introduction of mutations into a population increases with population size), and subsequent changes in the gene pool resulting from natural selection, drift, and gene flow.

**Selection, drift, and population size**

There is considerable diversity of opinion among evolutionists regarding the relation of population size to evolutionary rates. For instance, Ohta (1972) and Stanley (1979, pp. 47–51) have argued that phenotypic evolution should be slower in larger populations. Yet if the rate-limiting factor in adaptive evolution is the existence of constraints on the origin and maintenance of adaptive genetic variation, rather than any particular feature of the selective regime itself, adaptive evolution should often be faster and act with more precision in larger populations. Bradshaw (1983) has argued that 'genostasis' – the limitation of evolution in some ecologically significant characters by the lack of appropriate genetic variation – may indeed be the common condition in most species (see also Schaffer and Rosenzweig, 1978; Rosenzweig et al., 1987).

A large population can both maintain more genetic variation (against loss to drift) and generate more new variation (via mutation) than can a small population. In the absence of selection, in each generation a fraction $1/2N_e$ of heterozygosity is lost to sampling drift. $N_e$ is the variance effective population size (Crow and Kimura, 1971). Because evolution requires variation, the potential rate of evolution by natural selection should be faster in larger populations.
This is borne out by several models of selection and mutation. If at a single locus, unique advantageous mutants with a constant selective advantage \( s \) appear at a rate \( v \) per generation, the rate of gene substitution per generation is \( 4N_c sv \) (Kimura and Ohta, 1971). In directional selection on a quantitative trait influenced by numerous loci, each of minor effect, the total selective advance per generation resulting from the fixation of new mutations is asymptotically proportional to \( N_c \) (Hill, 1982). With strong selection and recurrent mutation at a single locus, the length of time a favorable allele is found in a 'boundary layer' of low frequency (where its dynamics are governed by the slow processes of mutation and drift) varies inversely with population size, implying that 'the rate of evolution is directly proportional to population size' (Gillespie, 1983, p. 707). Moreover, under stabilizing selection on a quantitative character, the probability that a population will deviate by a given amount from the optimum phenotype decreases rapidly with increasing value of \( N_c \) (Lande, 1976).

The principal way in which large local population sizes can slow adaptive evolution is embodied in Wright's shifting balance theory. In a fixed adaptive landscape, transitions between alternative, selective equilibria are most likely in populations of intermediate size, which can occasionally wander from a given adaptive peak by drift (unlike large populations) and yet not be rapidly depleted of the requisite genetic variation, also by drift (unlike small populations) (Wright, 1977, p. 450). Yet even in this theory, there are two ways in which an increase in population size can hasten adaptive evolution. First, at a fixed local density, the number of local populations is proportional to the total number of individuals comprising a species. Transitions between alternative selective peaks are unlikely in any single population (Wright, 1977), but become increasingly likely the more local populations are encompassed by a species (Newman et al., 1985). So the rate of adaptive evolution should increase with a species' total population size. Second, if drift is caused by fluctuating selection pressures rather than sampling in finite populations, the likelihood of a peak shift need not diminish and may even be greater at larger local population sizes (Wright, 1977).

**Effective population size**

The effective sizes of most natural populations are almost always less than their average census sizes (Nei and Graur, 1984). Two ubiquitous reasons for this are temporal variation in population size, and within-population variance in fecundity (Kimura and Crow, 1963; Begon, 1977). The variance effective size of a population governs the importance of random genetic drift (see Ewens, 1982 for discussion of other measures of effective population size). Wright (1977) showed that the harmonic mean of population size

\[
N_h = \left( \frac{1}{t} \sum_{i=1}^{t} \frac{1}{N(i)} \right)^{-1}
\]

(1)

(where \( N(i) = \) population size in generation \( i \)) provides an excellent approximation to the rate of loss of heterozygosity in fluctuating populations (Nei et al., 1975; Motoo and Thomson, 1982 discuss some limitations of the harmonic mean approximation; it fails only with long population cycles and very sharp bottlenecks). For example, if a population spends a fraction of \( p \) of generations at \( N_{\text{low}} \), and the remainder at a high density, we can write

\[
N_h \leq N_{\text{low}}/p
\]

(2)

The effective size of a population thus reflects both the magnitude of population lows, and the amount of time a population is at or near these low densities. Heywood (1986) has shown that
incorporating variance in fecundity leads to the following approximate expression for $N_e$ in a fluctuating population:

$$N_e = N_h \left\{ Q(1 + F) + 1 \right\}^{-1},$$

(3)

where $N_h$ is the harmonic mean population size, $Q$ is the coefficient of variation in adult fecundity (contribution to gamete pool), and $F$ is the arithmetic mean of a measure of departure from Hardy–Weinberg proportions (with random mating in generation $i$, $F_i = -1/(2N_i-1)$ (Kimura and Crow, 1963)). Habitat selection can thus modify the effective size of a population through its effect on either the population size of a stable population, or on the rates of increase following a bottleneck in unstable populations, or on the variance in adult fecundity.

**Selection and gene flow**

Population size and fluctuations are also important in determining the relative strengths of gene flow and selection in a local environment. Many authors have observed that gene flow may be particularly important as a constraint on selection in low density populations, such as at the edge of a species range (e.g. Haldane, 1930; Mayr, 1954; Antonovics, 1968; Georghiou and Taylor, 1977; Comins, 1977; Endler, 1977; Nagylaki, 1978; Holt, 1983; Slatkin, 1985; May and Dodson, 1986). It seems less widely appreciated that population fluctuations also tend to magnify the effects of gene flow.

A criterion for the persistence of an allele in the face of gene flow developed by Nagylaki (1977, 1979) can be used to examine the effects of low or variable population size. Assume that at a single locus allele 1 is locally favored (i.e. the relative fitnesses of the three genotypes are constants such that $w_{11}$ and $w_{12} > w_{22}$), and all immigrants are homozygous for allele 2. In each generation there is a bout of viability selection followed by immigration of adults. If in generation $t$ there are $N(t)$ adults remaining after selection and $I(t)$ immigrants, the migration rate $m(t)$ is defined by $I(t)/(I(t)+N(t))$. The quantity $e(t) = 1 - m(t)$ is the fraction of breeding adults recruited locally rather than by immigration. Nagylaki (1979, p. 166) shows that allele 1 when rare can increase over $T$ generations provided

$$\prod_{t=0}^{T-1} e(t) \geq \left( \frac{w_{22}}{w_{12}} \right)^T.$$

(4)

Nagylaki does not explicitly consider the effect of local population density, but this effect is implicit in the parameter $e(t)$. If $N(t)$ and $I(t)$ are constant at $N^*$ and $I^*$, persistence requires that $N^*/(N^*+I^*) > w_{22}/w_{12}$. The selective edge needed to retain a locally advantageous allele is thus reduced if population size is large relative to immigration.

Local population fluctuations tend to magnify the importance of gene flow. If different populations fluctuate asynchronously, and immigrants are drawn from a number of populations, $N$ should vary more than $I$. Variation in $N$ will thus lead to variation in local recruitment to the breeding pool ($e(t)$). Let $\bar{e}$ and $e_g$ denote the arithmetic and geometric means of $e(t)$ over $T$ generations. Expression (4) can be compactly written as $e_g > w_{22}/w_{12}$. Because $\bar{e} > e_g$ (unless there is zero variance in $e(t)$), fluctuations in $N$ make it more difficult for the locally favored allele to persist. For instance, if a population spends a fraction $\mu$ of generations at a low density $N'$, with local recruitment $e'$, and the remainder at high densities (so $e(t) \approx 1$), the condition for persistence is $(e')^\mu > w_{22}/w_{12}$. A population which takes a long time to recover from a perturbation to low densities (i.e. high $\mu$) is thus more likely to lose locally superior alleles to gene flow, relative to populations which rebound rapidly in numbers.

Slatkin (1977, 1985, 1987) has argued that gene flow may be particularly important in ‘weedy’
species with frequent extinction and recolonization of local populations. Such species are at one end of a spectrum of increasing demographic instability. Empirical estimates of dispersal rates coupled with theoretical studies of the migration-selection balance (Endler, 1977) suggest that gene flow is not very effective at preventing local adaptation when it couples established, stable populations of equal size. The argument sketched above indicates that an increase in population instability (as measured, say, by the coefficient of variation in log N) should enhance the importance of gene flow relative to selection, even if populations do not fluctuate to the point of extinction. Moreover, the likelihood of extinction may often be correlated with the magnitude of population fluctuations (Leigh, 1981).

To summarise the above remarks, in populations that are large and constant in numbers, natural selection should act with more precision in honing adaptations to local environments, compared to smaller and more variable populations, because (1) drift is less likely to produce deviations from the selective optimum, (2) a greater store of genetic variation may be maintained or generated via mutations, (3) the ‘waiting time’ to the appearance of favorable mutants is shorter, and (4) gene flow is less likely to inhibit selection. The most important exception to this generalization is when selective advance requires populations to move between adaptive peaks; this is not likely to be important in the evolution of any single population but may be essential to understanding long-term evolution in some species comprised of an ensemble of many loosely coupled populations. (However, the rate of this shifting balance mode of adaptive evolution should also increase with the number of local populations comprising the species (the size of a ‘metapopulation’)). Habitat selection through its effect on local population dynamics may substantially affect the importance of non-selective evolutionary mechanisms.

**A precis of optimal habitat selection theory**

The original aim of the ecological theory of habitat selection (Fretwell, 1972; Rosenzweig, 1974, 1979, 1981, 1985; Charnov, 1976; Whitham, 1980) was to predict the spatial distribution of a population in which individuals choose habitats so as to maximize individual fitness. Because fitness is often density-dependent, both within and between species, the evolutionarily stable distribution of a population among habitats should reflect its intraspecific and interspecific competitive milieu. The genetic consequences of habitat selection that have been explored most thoroughly in the literature are its potential for enhancing the likelihood of stable genetic polymorphisms (Taylor, 1976; Hedrick, 1986; Garcia-Dorado, 1986), and its role in sympatric speciation (Rice, this issue; Bush, 1975). Other ecological and genetical consequences of habitat selection have only begun to be explored.

Fretwell (1972) put forth a simple, useful model for predicting an optimal habitat distribution. Let $F_i(N_i)$ be a measure of fitness for an animal that restricts its activities to habitat $i$ when that habitat contains $N_i$ conspecifics. For simplicity we will consider just two habitats ($i = 1, 2$). If there is competition for resources or other sources of negative density-dependence, $F_i$ declines monotonically with $N_i$. The simplest case of habitat selection occurs if individuals can move among habitats with negligible costs or interference from conspecifics. If for given values of $N_1$ and $N_2$, $F_1(N_1) < F_2(N_2)$, it obviously pays individuals to move from habitat 1 to habitat 2. Hence, for the population to be in behavioral equilibrium, it must be the case that either $F_1(N_1) = F_2(N_2)$, or all individuals will be found in just one patch (i.e. in habitat 1, if $F_1(N_1) > F_2(0)$). The basic prediction of habitat selection theory is simply that individuals are distributed such that expected fitnesses are equal among all occupied habitats. The carrying capacity of a patch $K_i$ is defined to be that density of individuals at which births just match deaths, or $F_i(K_i) = 1$. It follows that under optimal habitat selection, each habitat equilibrates at its respective carrying capacity.
Habitat selection and population abundance

Elsewhere (Holt, 1985) I have shown that optimal habitat selection may either increase, decrease, or leave unchanged the total number of individuals in a population, compared with an otherwise similar population in which individuals utilize habitats at random. The models discussed there were for populations with continuously overlapping generations. Here I show that similar results hold for populations with discrete generations (the usual structure for population genetic models).

In models for populations with discrete generations, the temporal ordering of demographic events is important (Prout, 1980). I will assume the following order of life-history events: (1) birth in a habitat patch, (2) maturation to adulthood in that patch, (3) movement of adults among patches, and (4) reproduction of adults within patches. We census the population at the time of birth. I will assume that the fecundity of an adult depends on its natal habitat, rather than on the habitat to which it moves. Changing this assumption alters the detailed character of the model but does not affect the qualitative effects to be described.

Were there no movement among patches, the standard recursion \( N_i(t+1) = N_i(t)F_i(N_i(t)) \), where \( F_i(N_i(t)) \) is the expected number of offspring for an individual born into habitat \( i \) – would describe the population dynamics of habitat \( i \). However, if a fraction \( E \) of adults leave their natal habitat to move to the other habitat, the recursion describing the dynamics in the two coupled patches is

\[
N_i(t + 1) = (1 - E)N_i(t)F_i(N_i(t)) + EN_j(t)F_j(N_j(t))
\]

\[
N_j(t + 1) = EN_i(t)F_i(N_i(t)) + (1 - E)N_j(t)F_j(N_j(t))
\]

A newborn in patch 1 can expect to leave \((1-E)F_1(N_1)\) offspring in patch 1, and \(EF_1(N_1)\) offspring in patch 2. This model of discrete population growth in two coupled habitats can display the usual rich array of dynamic behaviors, with transitions from monotonic and oscillatory convergence to a stable point equilibrium, then to limit cycles, and ultimately to chaotic behaviors, as one increases the intrinsic growth rates of each patch and strengthens the intensity of density dependence near \( K \) (May, 1976). A full analysis of this model will not be attempted here. Instead, I will choose parameter values which ensure local dynamic stability.

I shall now contrast a population in which individuals optimally select habitats with a population in which individuals move among habitats indiscriminately. Let \( N_T = N_1 + N_2 \). At \( E = 1/2 \) (i.e. a uniform division of progeny between the habitats), \( N_1 = N_2 = N_T/2 \), and

\[
N_T(t + 1) = N_T(t)(F_1(N_T/2) + F_2(N_T/2))/2
\]

The quantity in brackets divided by 2 is just the average finite growth rate over both patches. The equilbrial population size \( N_T^* \) is found from \( F_1(N_T^*/2) + F_2(N_T^*/2) = 2 \).

As a rule, \( N_T^* \) will differ from the equilbrial population size achieved under optimal habitat selection. An optimal habitat selector should distribute its offspring so as to maximize its total fitness. If the clutch size of an individual is small relative to the number of individuals in a given habitat, at the time of birth the distribution of individuals across the two habitats should be such that \( F_1(N_1) = F_2(N_2) \); if this is not possible, the adults should adjust their movements such that all offspring will be born in the habitat providing higher expected fitness. The habitat that has higher fitness at low densities is labelled habitat 1 (i.e. \( F_1(0) > F_2(0) \)). At first, the population should be restricted to habitat 1 and grow according to \( N_T(t+1) = N_T(t)F_1(N_T(t)) \). In generation \( t' \), if \( F_1(N_T(t')) < F_2(N_2) \), some individuals should switch to habitat 2 (Fretwell, 1972). Henceforth, as the population grows, the number of individuals in each habitat in generation \( t \) should be constrained such that \( F_1(N_1) = F_2(N_T - N_2) \), and the population's growth will be described by
\( N_T(t+1) = N_1(t)F_1(t) + N_2(t)F_2(t) = N_T(t)F_1(N_1(t)). \) The population equilibrates at \( K_1 + K_2. \)

The population with a uniform habitat distribution may achieve either a higher or a lower abundance than \( K_1 + K_2. \) Fig. 1 shows a simple graphical method for determining which outcome occurs. Following Fretwell (1972), we plot \( F_1 \) against \( N_1 \) for each patch. In the figure, patch 2 is a sink; the population there cannot be sustained without immigration. Given optimal habitat selection, all individuals will reside in patch 1, leaving patch 2 empty. With a uniform progeny distribution between the two habitats, individuals experience the average growth rate; the population equilibrates when the number in each patch is such that its rate of increase in patch 1 just matches its rate of decrease in patch 2. In Figure 1a, habitat selection increases population size; in Figure 1b, habitat selection decreases population size.

For an algorithmic example, assume that the population in patch 1 grows according to \( F_1(N_1) = R_1/(1+aN_1^b) \) (see, e.g., Begon and Mortimer, 1981) and that patch 2 declines at a constant rate \( F_2(N_2) = R_2 < 1. \) Given optimal habitat selection, no individuals will be in patch 2, and patch 1 equilibrates at

\[ N_{opt}^* = \left( \frac{R_1 - 1}{a} \right)^{1/b} \]

(7)

With a uniform distribution, the equilibrial abundance for both patches combined is

\[ N_{uni}^* = 2 \left( \frac{1}{a} \left( \frac{R_1 + R_2 - 2}{2 - R_2} \right) \right)^{1/b} \]

(8)

The population with optimal habitat selection persists if \( R_1 > 1 \), whereas the population with a uniform distribution requires that \( R_1 + R_2 > 2 \), which is a more stringent criterion. Habitat selection thus enhances population persistence by shielding individuals from exposure to low-quality habitats.

Habitat selection increases the total population size maintained at equilibrium if \( R_2 < 2/(1+R_1) \), and otherwise decreases population size. The effect of habitat selection is to increase population size if both \( R_1 \) and \( R_2 \) are low. This effect is reversed at high \( R_1 \). We can conclude that if the environment in general is unfavorable with low maximal growth rates even in the best available habitat, then habitat selection tends to increase population size and may even be necessary for the population to exist at all. However, if growth rates are high in favorable habitats, the ‘spillover’ of individuals into less favorable habitats may allow populations with a suboptimal pattern of habitat utilization to maintain a larger total number of individuals than found in a population with optimal habitat selection.

**Habitat selection and population growth rate**

Optimal habitat selection does not as a rule maximize population growth rates. In generation \( t \), the partitioning of the total population size \( N_T(t) \) into the two habitats (i.e. \( N_1 \) and \( N_2 = N_T - N_1 \)) that maximizes the total population size at generation \( t + 1 \) is found by fixing \( N_T \) at some constant value and solving

\[ \frac{\partial}{\partial N_1} (N_1F_1(N_1) + N_2F_2(N_2)) = 0, \]

(9)

or

\[ F_1(N_1) - F_2(N_2) + N_1 \frac{\partial F_1}{\partial N_1} - N_2 \frac{\partial F_2}{\partial N_2} = 0. \]

(10)
Figure 1. Density-dependent growth functions. The lines denoted 1 and 2 are per capita growth rates in each of two habitat types. The lines denoted u are average growth rates when individuals use the habitats indiscriminately, with zero movement costs. In both cases shown, habitat 2 is a sink; the population cannot persist there with immigration. Given optimal habitat selection, all individuals will choose to reside in habitat 1, which will equilibrate at its carrying capacity. The solid dot is the average density over both habitat (assumed to be equal in area). The open dot marks the average density given indiscriminate habitat use. In 1A, optimal habitat selection increases population size; in 1B, by contrast, optimal habitat selection decreases population size. (Population size here is the summed number of individuals over both habitats combined.)

Given optimal habitat selection, \( F_1(N_1) = F_2(N_2) \) when both habitats are occupied. For this optimal distribution to maximise the rate of growth of the population, it must be the case that

\[
N_1 \frac{\partial F_1}{\partial N_1} = N_2 \frac{\partial F_2}{\partial N_2}.
\] (11)

This will not usually be true. However, if densities are low enough, optimal habitat selection does maximize the overall population growth rate \( N_1 F_1 + N_2 F_2 \). The within-habitat growth rates \( F_i \) in this case are constants: any use of a suboptimal habitat clearly reduces population growth, and the population grows most rapidly when all individuals choose the habitat with higher \( F_i \).
To understand better why optimal habitat selection does not necessarily maximize population growth rates, consider a population which initially has an optimal distribution such that \( N_1 > N_2 \), and
\[
F_1(N_1) = F_2(N_2) = \lambda_0
\] 
(12)

\( \lambda_0 \) is the finite rate of increase for the subpopulation in each habitat as well as for the overall population. If we introduce a small component of non-selective or random movement, there will be a net displacement of a few individuals from habitat 1 to habitat 2; the average rate of increase for the population changes by an amount proportional to
\[
- N_1 \frac{\partial F_1}{\partial N_1} + N_2 \frac{\partial F_2}{\partial N_2}.
\] 
(13)

With \( N_1 > N_2 \) and \( \frac{\partial F_i}{\partial N_i} < 0 \), this quantity is positive unless
\[
\left| \frac{\partial F_2}{\partial N_2} \right| > \left| \frac{\partial F_1}{\partial N_1} \right|
\] 
(14)

which states that density dependence must be considerably stronger in the lower-quality habitat. This condition may often be true (see Travis and Trexler, 1986 for an example), but there is no reason to expect it always to hold. With a non-selective component of movement, the number of individuals in the high-\( K \) habitat declines, and the individuals remaining enjoy an increase in fitness, while the number of individuals in the low-\( K \) habitat increases, with a corresponding decrease in their fitness. Simply because there are more individuals to start with in the high-\( K \) habitat, the net effect on the population growth rate of a small deviation from an optimal distribution tends to be biased by the increased fitness of individuals in the high-density habitat; this leads to an increase in total population growth rate.

We can summarize the above observations as follows. If population numbers are low, optimal habitat selection invariably increases the overall rate of population increase. A population of habitat selectors can thus more quickly rebound from disturbances that greatly reduce population size, compared to populations with a significant component of random habitat use. However, when population size is large habitat selection may either decrease or increase the rate of population increase.

**Habitat selection and effective population size**

The equilibrial size predicted by the above models for a population in a stable environment is not quite identical to the genetically relevant effective population size. I assumed that fitness depended on the number of newborn individuals occupying a habitat, so I censused juveniles in each habitat. The effective size of a population, however, is its number of breeding adults, corrected for variance in fecundity. The models discussed above can be re-analysed with adults as the census stage. The results of such an analysis parallel the results presented above: habitat selection may either increase, decrease, or leave unchanged the effective size of a population, compared to a population in which individuals use habitats indiscriminately.

The expected fitness of a newborn individual may be written as \( F_i(N_i) = S_i M_i \), where \( S_i \) is the probability of surviving to the adult stage, and \( M_i \) is the fecundity of an adult in habitat \( i \). Competition among immatures can conceivably reduce both survivorship and adult fecundity (e.g. through effects on the body size of developing individuals). Given optimal habitat selection, \( S_j/S_2 = M_j/M_1 \). Let us assume that fecundity but not survivorship is density-dependent. If survivorship is equal in the two habitats, with optimal habitat selection the population is
distributed such that expected fecundities are also equal. In other words, habitat selection tends to reduce spatial variance in fecundity, thus increasing the effective population size (see equation 1). If survivorship differs in the two habitats however, then at equilibrium there may still exist some variance in fecundity. Mueller et al. (1985) and Heywood (1986) report substantial fecundity variance in populations of Euphydra editha and annual plants. Much of this may reflect differences in microhabitat quality.

The effect of optimal habitat selection on the effective size of equilibrial populations is thus somewhat equivocal. In harsh environments, optimal habitat selection should typically increase effective population size. But in benign environments where fitnesses are not too low in the suboptimal habitat, and density-dependence is stronger in the optimal habitat, habitat selection may actually reduce effective population size. However, when populations experience bottlenecks due to catastrophic disturbances, habitat selection will greatly increase the rate of increase from low abundances. Because the effective size of a population is particularly sensitive to the length of time it remains near lows in abundance, habitat selection behavior in a population which experiences occasional or frequent disturbances should almost always increase its effective population size, and thereby diminish the importance of drift relative to selection.

Habitat selection and gene flow

We earlier observed that gene flow acts most potently as a deterrent to selection when population
numbers are low relative to the flux of immigrants (e.g. in peripheral populations). In those circumstances where habitat selection increases population size, it thereby reduces the importance of gene flow. Just as with genetic drift, the effects of gene flow are also greatly magnified if population size fluctuates, so that the population experiences some periods of low abundance and high relative immigration rates. Because habitat selection increases the rate of increase of a population depressed well below its equilibrial density, habitat selection tends to vitiate the swamping effects of gene flow in populations that occasionally or periodically suffer sharp reductions in abundance.

There is another reason to expect gene flow to be less important because of habitat selection, at least in stable environments. In a species fixed for behaviors permitting optimal habitat selection, the number of immigrants flowing into a typical population should be less than if individuals were to move among habitats in a less selective fashion. In a stable environment, most populations will be at or near carrying capacity, so that fitnesses should be approximately unity across space. Individuals will not be selected to disperse unless their expected fitness elsewhere exceeds their expected fitness in the habitat into which they are born. This will not be the case if average fitnesses everywhere are near unity. Formal arguments presented in Hastings (1983) and Holt (1985) show that even if there are no costs to dispersal, per se, dispersal in temporally stable environments is selected against (barring kin effects and interference).

Habitat selection should also have subtle effects on the number of immigrants entering a given habitat patch each generation. If there is an environmental pocket with a different selective regime than found in the source area for immigrants and potential immigrants carry alleles that reduce their fitness there, they should avoid this habitat. Such avoidance enhances the probability of persistence for locally adapted alleles. Moreover, the number of individuals moving across geographical barriers (defined as regions with low expected fitness) should also be low, simply because active habitat selectors should avoid areas in which they have a low expected fitness.

We can therefore predict that habitat selection should permit natural selection to fashion more precise adaptations to local environments because of a reduction in gene flow. This reduction occurs both because habitat selection tends to increase the rate of increase from population lows,
and because individuals should not readily cross low fitness barriers or disperse into habitats in which their expected fitness is low relative to residents.

**Habitat selection and constraints on the direction of phenotypic evolution**

In marshalling the above arguments, I have assumed that the functional relationships between fitness, habitat type, and population density (viz., the biology underlying the per capita growth curves in Fig. 1) are fixed properties of the species in a given environmental setting. This assumption allowed me to make a fair comparison of the size and dynamics of populations that differ in no respect save habitat selectivity. But natural selection should also act on the organismal characters that determine these functional relations. Over evolutionary time, non-selective and selective populations should diverge in their respective capacities to exploit the environment.

Consider evolution in haploid populations occupying a two-habitat environment. The optimal habitat selector entirely avoids habitat 2, while the non-selector uses the two habitats indiscriminately. At equilibrium, there are \( K_1 \) individuals in habitat 1, with fitness \( F_1 = 1 \), and no individuals in habitat 2; were there any there, they would have fitness \( F_2 < 1 \). In the non-selective population, individuals are equally distributed across the two habitats and experience an average fitness \( (F'_1 + F'_2)/2 = 1 \) (the primes indicate that the habitat-specific fitnesses may differ from the habitat selector due to shifts in the number of individuals in each habitat). A mutant phenotype arises in the selective population which enjoys an increment of fitness \( \delta F_1 \) in habitat 1, at the expense of a decrease in its potential fitness \( \delta F_2 \) in habitat 2; a similar mutant in the non-selective population experiences changes in fitness \( \delta F'_1 \) and \( \delta F'_2 \). The criterion for the increase in frequency of this novelty in the population with habitat selection is simply \( \delta F_1 > 0 \); no individuals are exposed to selection in the other habitat, so the potential reduction in fitness therein is irrelevant to the potential selective advantage of this allele. By contrast, in the non-selective population the allele increases only if

\[
\delta F'_1 > |\delta F'_2|
\]  

(15)

Use of the suboptimal habitat increases the selective advantage required for an allele specialized for the better habitat to increase in frequency. Habitat selection thus filters the array of locally available environment states against which mutants are continually being tested (Templeton and Rothman, 1981) and could play a key role in the survival probability of favorable mutants. Natural selection should continually refine the ability of a population to use those habitats it already selectively occupies, even at the expense of its potential ability to use other habitats not so occupied. Over time, for the habitat selector this leads to an increasing fitness differential between habitats used and those not used. This in turn increases the fitness advantage provided in the first place by habitat selection. As noted in Holt (1985), this positive feedback between the selective advantage of habitat selection and the phenotypic specialization by habitat that makes habitat selection advantageous may, over evolutionary time, lock a species into phenotypic specialization. By contrast, with suboptimal habitat use general-purpose phenotypes will tend to be favored, and selection will be biased towards whichever habitat is most frequently encountered. The net effect is to reduce the selective advantage of habitat selection. We can envisage two population syndromes: on the one hand, populations comprised of generalists found in a number of habitats with poor abilities at habitat selection, and, on the other, populations of specialists well-adapted both to occupy a particular habitat and to avoid other habitats. These ideas are also treated by Rosenzweig in his contribution to this symposium. A deeper exploration of the idea that habitat selection may provide an important historical constraint on evolution will
require a consideration of the evolution of phenotypic plasticity (Via and Lande, 1985) and dispersal (Levin et al., 1984), as well as an assessment of how organismal characters determine the density-dependent growth functions characterizing each habitat type.

Habitat selection and speciation

Habitat selection may, through its effects on population dynamics, indirectly influence the relative strengths of three central forces in phyletic evolution: natural selection, drift, and gene flow. Habitat selection can also be of salient importance in certain modes of speciation. Rice, Rosenzweig, and others (this symposium, and references cited therein) have argued that habitat selection may permit rapid speciation without the geographical separation of populations. In addition to the direct importance of habitat selection in this mechanism of speciation, there may be indirect effects on the likelihood of rapid speciation during the founding of new populations. There is at present considerable disagreement about the significance of founding events for speciation. Carson and Templeton (1984, p. 128) argue that ‘founder events are often a precondition for the genetic changes leading to speciation’. The two most plausible mechanisms leading to speciation via founders – genetic transgression and founder-flush – both require that a population grow rapidly after it is founded. Precise habitat selection can greatly increase the initial growth rate of a population in a spatially variegated environment, and thus should make these models of speciation more feasible.

However, Barton and Charlesworth (1984, p. 158) contend that there is ‘no reason to assign special significance to founder effects’. Reproductive isolation, they suggest, may typically arise as a pleiotropic by-product of the gradual divergence of allopatric gene pools, each undergoing ordinary phyletic evolution. If this divergence requires transitions between alternative stable states in a relatively fixed adaptive landscape, the rate of divergence leading to isolation may be greatest in populations of intermediate size (small enough to experience significant drift, yet large enough to maintain a substantial pool of heritable variation). Since habitat selection tends to increase effective population size in many (but not all) circumstances, it is likely in this case to have an ambiguous effect on the rate of allopatric speciation. If by contrast geographically separated populations are characterized by different adaptive landscapes (due to differences in their physical or biotic environment), they will tend to evolve in different directions. The rate of divergence should be scaled by the rate of ordinary phyletic evolution, which, for the reasons given above, should increase with increasing effective population size. Habitat selection should in this case indirectly speed up speciation.

Conclusion

In the literature of ecology and evolution one may discern two implicit stances regarding the interplay of population dynamics and evolution. On the one hand, evolutionary ecologists focus on characters that have a major impact on population dynamics, at least in part because the average size and dynamic properties of a population in turn determine the relative selective values of alternative phenotypes in a population. This, the Fisherian view, tends to slight the potential importance of drift and gene flow as evolutionary processes. On the other hand, much of classical population genetics is concerned with the interplay of selection and various non-selective evolutionary processes; population dynamics is a vital element in this view of evolution, for it sets the relative strengths of selection, drift and gene flow. Yet for analytical convenience, it is usually assumed that evolution proceeds without much reciprocal effect on population dynamics. This may be an appropriate assumption for molecular variants, but not for the morphologi-
cal, behavioral, and physiological characters of interest to ecologists. I suggest that those characters of an organism that have a major impact on the distribution, abundance, and dynamic behavior of populations can exert a pervasive indirect effect on evolutionary processes. The ability of an organism to select its habitat in a spatially variable environment is just such a character.

The ecological theory of habitat selection suggests that mobile organisms in a spatially heterogeneous environment should choose to reside in those habitats providing the greatest expected fitness. Such habitat selection has several important indirect effects on evolutionary processes. One is that individuals in a population are exposed to a biased subset of the array of potential environmental states. Organisms with habitat selection in a sense define the selective regime of their population. Habitat selection can also modulate the potency of natural selection by affecting the average size of local populations, and the pattern of growth or decline for populations not at equilibrium, inasmuch as these demographic effects indirectly influence the likely importance of non-selective evolutionary factors such as drift and gene flow.

This paper has explored some of the indirect effects of habitat selection on evolution using models of populations distributed across two distinct habitat patches. The basic strategy has been to contrast a population in which individuals utilize the two habitats at random with a similar population in which individuals show an ideal free distribution (Fretwell, 1972).

In a stable population, habitat selection affects the effective population size in two ways: (1) by reducing among-individual variance in fitness, and (2) by altering the total number of individuals sustained in both patches combined. In many circumstances, habitat selection increases effective population size. Interesting exceptions may occur if density-dependence is weaker in the habitat with lower carrying capacity.

If the size of a population varies over time, either because of external perturbations or the interplay of time-lags and density-dependence, effective population size is dominated by periods of low density. Habitat selection can greatly enhance the ability of a population to rebound from disturbances, which reduces the importance of genetic bottlenecks.

Fluctuations in population size can also magnify the effects of gene flow relative to local selection. This deterministic effect is compounded by the effects of drift in finite populations. Because habitat selection tends to increase the average density of a population in a fluctuating environment, habitat selection should often moderate the swamping effects of gene flow.

We can conclude that because habitat selection as a rule increases effective population size (although with some potentially important exceptions) and decreases the effective immigration rate, habitat selection should often permit natural selection to act with more precision in honing adaptations to local environments.
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Appendix

Kimura and Ohta (1971, p. 74) tellingly state that 'in the process of gene substitution in evolution, the relative proportions of genes change enormously, while the total population number remains relatively constant due to population regulating mechanisms. To a first approxi-
mation, total population number is determined by such factors as food, space and competitors, rather than the relative frequencies of alleles at a particular locus where a substitution is occurring.' It is mildly amusing to note that the chapter from which this quote is lifted is titled 'Adaptive evolution and substitutional load'. The adaptations in question must thus not appreciably affect population size! Of course, many characters of ecological relevance are quantitative in nature, and thus influenced by variation at many loci. For such characters, it is possible for individual genes to show approximate neutrality despite intense selection at the phenotypic level (see, e.g., Lynch, 1984). Regardless of the genetic architecture underlying the characters ecologists study, I feel that I would be useful for ecologists to consider the possibility that some of the non-selective processes studied in classical population genetics theory (drift, gene flow) could be important in constraining the effectiveness of adaptive evolution.
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