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Thus, even an infinitely differentiable curve can have discontinuous eigenvectors.
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- Let $U(t)=$ the unitary matrix diagonalizing $S(t)$ for each $t$.
- For ease of notation, define:
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\begin{aligned}
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## Theorem 2 (B., 2010)

If $f \in C^{1}\left(\mathbb{R}^{2}, \mathbb{R}\right)$ and $S(t)$ is a $C^{1}$ curve in $C S_{n}$, then $\frac{d}{d t} F(S(t))$ exists and

$$
\begin{align*}
\frac{d}{d t} F(S(t))= & U\left(\left[f^{[1,0]}\left(x_{i}, x_{j} ; y_{j}\right)\right]_{i, j=1}^{n} \odot\left(U^{*} S_{1}^{\prime} U\right)\right. \\
& \left.+\left[f^{[0,1]}\left(x_{i} ; y_{i}, y_{j}\right)\right]_{i, j=1}^{n} \odot\left(U^{*} S_{2}^{\prime} U\right)\right) U^{*} \tag{1}
\end{align*}
$$

where $f^{[1,0]}$ and $f^{[0,1]}$ are divided differences taken in the first and second variables respectively and $\odot$ denotes the Schur product.
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Thus, $F(S(t))$ is differentiable at $t^{*}$ and
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## Theorem 3 (B., 2010)

If $f \in C^{1}\left(\mathbb{R}^{2}, \mathbb{R}\right)$ and $S(t)$ is a $C^{1}$ curve in $C S_{n}$, then $\frac{d}{d t} F(S(t))$ is continuous.
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If $f \in C^{1}\left(\mathbb{R}^{2}, \mathbb{R}\right)$ and $S(t)$ is a $C^{1}$ curve in $C S_{n}$, then $\frac{d}{d t} F(S(t))$ is continuous.

## Proof

Fix $t_{0}$. For every $g \in C^{1}\left(\mathbb{R}^{2}, \mathbb{R}\right)$ and $t^{*}$ sufficiently close to $t_{0}$,

$$
\left\|\left.\frac{d}{d t} G(S(t))\right|_{t=t^{*}}\right\| \leq C \sup _{(x, y) \in K}\left\{\left|g_{x}(x, y)\right|,\left|g_{y}(x, y)\right|\right\}
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for a fixed constant $C$ and compact set $K$.
Let $f \in C^{1}\left(\mathbb{R}^{2}, \mathbb{R}\right)$. There exists a sequence $\left\{\phi_{m}\right\}$ of analytic functions such that:

$$
\left\{\phi_{m}\right\} \rightarrow f \text { uniformly on } K
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\sup _{(x, y) \in K}\left\{\left|\left(\phi_{m}-f\right)_{x}(x, y)\right|,\left|\left(\phi_{m}-f\right)_{y}(x, y)\right|\right\} \leq \frac{1}{m} .
$$
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## Proof of Theorem 3 (cont.)

Then for all $t^{*}$ sufficiently close to $t_{0}$,

$$
\left\|\left.\frac{d}{d t} \Phi_{m}(S(t))\right|_{t=t^{*}}-\left.\frac{d}{d t} F(S(t))\right|_{t=t^{*}}\right\| \leq \frac{C}{m},
$$

which implies

$$
\left\{\left.\frac{d}{d t} \Phi_{m}(S(t))\right|_{t=t^{*}}\right\} \text { converges uniformly to }\left.\frac{d}{d t} F(S(t))\right|_{t=t^{*}} \text {. }
$$

By Lemma 1, each $\frac{d}{d t} \Phi_{m}(S(t))$ is continuous at each $t^{*}$. Thus, $\frac{d}{d t} F(S(t))$ is continuous in a neighborhood of $t_{0}$.

## Generalizations

- Let $f \in C^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and define
$C S_{n}^{d}:=\{$ d-tuples of pairwise commuting $n \times n$ self-adjoint matrices $\}$. If $S(t)$ is a $C^{1}$ curve in $C S_{n}^{d}$, then

$$
\frac{d}{d t} F(S(t)) \text { exists and is continuous. }
$$

## Generalizations

- Let $f \in C^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and define
$C S_{n}^{d}:=\{$ d-tuples of pairwise commuting $n \times n$ self-adjoint matrices $\}$. If $S(t)$ is a $C^{1}$ curve in $C S_{n}^{d}$, then

$$
\frac{d}{d t} F(S(t)) \text { exists and is continuous. }
$$

- Let $f \in C^{m}\left(\mathbb{R}^{2}, \mathbb{R}\right)$ and $S(t)$ be a $C^{m}$ curve in $C S_{n}$.

Then

$$
\frac{d^{m}}{d t^{m}} F(S(t)) \text { exists and is continuous. }
$$
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