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- What about polynomials in more than one variable?
- Motzkin's polynomial

$$
g\left(x_{1}, x_{2}\right)=x_{1}^{4} x_{2}^{2}+x_{1}^{2} x_{2}^{4}-x_{1}^{2} x_{2}^{2}+1
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is strictly positive, yet cannot be written as a sum of squares of polynomials.

- Though he didn't have a concrete example, Hilbert realised this long ago.
- Hilbert's 17 th problem: Is every nonnegative polynomial $q: \mathbb{R}^{d} \rightarrow \mathbb{R}$ a sum of squares of rational functions?
- Yes (Artin 1927).
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Suppose $P \in W(H)$. Note that $P \supset T(H)$. Set $F=\operatorname{Quot}(A / \operatorname{supp} P)$ with the ordering induced by $P$. Note that $\mathbb{R}$ sits inside of $F$ as constant functions, and the ordering on $F$ restricts to the unique ordering on $\mathbb{R}$. Find a solution inside of $F$ and apply the Tarski Transfer Principle to get $x \in \mathbb{R}^{d}$ such that $h(x) \geq 0$ for all $h \in H$; that is, $W_{\mathbb{R}}(H) \neq \emptyset$.
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Then when $H \subset A$ finite, Artin's result is just a corollary of the concrete Positivstellensatz along with 2. when $H=\{1\}$.
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- Obviously, the square of an analytic polynomial $Q$ is the real trigonometric polynomial $Q^{*} Q$. Squares are easily seen to be positive.
- We consider the problem of factorizing nonnegative / positive (real) trigonometric polynomials.
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What if we only consider strict positivity?

## The cone

- Define a cone $C$ in $H$ as the set of nonnegative linear combinations of "squares" (sums of squares) of analytic polynomials.
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- For $A, B \in \mathscr{L}(\mathscr{H})$ and $w_{1}, w_{2} \in S$,
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\begin{aligned}
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- Iterating shows that C is archimedean: for any $P \in H$, there is some constant $0 \leq \alpha<\infty$ such that $\alpha 1 \pm P \in C$.
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The proof uses a standard separation argument and GNS construction, as well as the correspondence between unitary representations of $G$ and its group $C^{*}$-algebra, and the fact unitary representations of $G$ are the direct integral of irreducible representations.

Examples and observations:

- Take $G$ to be the noncommutative free group on $d$ generators to get a weak form of McCullough's theorem.
- Take $G$ to be the commutative group of $d$ generators to get the multivariable Fejér-Riesz theorem.
- Still works if we replace groups by inverse semigroups, so in particular with the Cuntz inverse semigroup.
- Much as in the proof of Putinar's theorem, here we used the archimedean property to get the sum of squares decomposition.
- Are there noncommutative analogues of Schmüdgen's theorem? All known proofs of Schmüdgen's theorem ultimately depend on the Tarski Transfer Principle. Is there a noncommutative analogue of this?

The End

