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It was proved for more general measures by D. Lubinsky ( V. Totik, B. Simon ...).
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We have a nest of de Branges spaces parametrized by $L>0$.
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Want similar result for measures 'sufficiently close' to the Lebesgue measure.

## Main result

## Theorem

Let $\mu$ be a positive Poisson summable measure that is absolutely continuous on $\mathbb{R}$ with strictly positive density. Moreover, assume that the density is continuous at a fixed point $x \in \mathbb{R}$. Then

$$
\lim _{L \rightarrow \infty} \frac{K_{L}\left(x+\frac{a}{L}, x+\frac{b}{L}\right)}{L}=\frac{\sin \pi \rho(x)(a-b)}{\pi(a-b)}
$$

where $K_{L}(x, y)$ are the reproducing kernels from the nested family of de Branges spaces associated to $\mu$, and $\rho(x)$ is the density of states at x.

## Main ideas in the proof

Lubinski's inequality: Assume $\mu$ and $\mu^{*}$ are measures on $\mathbb{R}$ satisfying $\mu \leq \mu^{*}$. Then for all real $x, y$ we have

$$
\frac{\left|K_{L}(x, y)-K_{L}^{*}(x, y)\right|}{K_{L}(x, x)} \leq \sqrt{\frac{K_{L}(y, y)}{K_{L}(x, x)}} \sqrt{1-\frac{K_{L}^{*}(x, x)}{K_{L}(x, x)}}
$$

Diagonal behavior: If $\mu$ satisfies the assumptions from the Theorem then:

$$
\lim _{L \rightarrow \infty} \frac{K_{L}\left(x+\frac{a}{L}, x+\frac{a}{L}\right)}{L}=\frac{1}{\mu^{\prime}(x)}
$$

Proof: Define $\nu$ to be the same as $\mu$ on a neighborhood of $x$ and to be $\mu^{\prime}(x)$ times the Lebesgue measure outside of that neighborhood.
Define $\mu^{*}=\max (\mu, \nu)$ and apply the previous two results.

Thank you.

