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by Arup Bose, Debashis Pal, and David E. M. Sappington

Part I of this Appendix reviews the key elements of the analysis. Part II re-states and

proves the formal conclusions in the text.

I. Key Elements of the Analysis.

The loan o¢ cer�s formal problem, [PL], is:

Maximize
G;B

U(G;B) � r [ g G+ ( 1� b )B ]� C(G;B) .

Assumption 1. C(G;B) = cg G
kg + cbB

kb, where kg; kb > 1 and cg, cb > 0.

The bank�s problem in the setting with endogenous screening accuracies, [PB], is:

Maximize
r; g; b

� � g [ �G � r ]G+ [ 1� b ] [�B � r ]B �K(g; b)

subject to: g G+ [ 1� b ]B � L, where (G;B) 2 argmax U( eG; eB) . (1)

In the quadratic cost setting: (i) C(G;B) = 1
2
cg G

2 + 1
2
cbB

2; and (ii) K(g; b) =
1
2
�g [ g � 1

2
]2 + 1

2
�b [ b� 1

2
]2.

II. Statements and Proofs of Formal Conclusions.

Observation 1. At the solution to [PL]: (i) dG
dr
> 0 if CBB > 1�b

g
CGB; (ii) dB

dr
> 0 if

CGG >
g
1�b CGB; (iii)

dG
dg
> 0; (iv) dB

dg

s
= �CGB; (v) dB

db
< 0; (vi) dG

db

s
= CGB.

Proof. At the solution to [PL]:

r g =
@C(G;B)

@G
and r [ 1� b ] = @C(G;B)

@B
(2)

)
�
CGG CGB
CGB CBB

� �
dG
dB

�
=

�
g

1� b

�
dr . (3)

(3) and Cramer�s Rule imply:

dG

dr
=
�
CGGCBB � (CGB)2

�� 1 ���� g CGB
1� b CBB

����



s
= g CBB � [ 1� b ]CGB > 0 if CBB >

�
1� b
g

�
CGB ; and

dB

dr
=
�
CGGCBB � (CGB)2

�� 1 ���� CGG g
CGB 1� b

����
s
= [ 1� b ]CGG � g CGB > 0 if CGG >

�
g

1� b

�
CGB . (4)

(2) also implies: �
CGG CGB
CGB CBB

� �
dG
dB

�
=

�
r
0

�
dg . (5)

(5) and Cramer�s Rule imply:

dG

dg
s
=

���� r CGB
0 CBB

���� = r CBB > 0 and
dB

dg
s
=

���� CGG r
CGB 0

���� = � r CGB .

Finally, (2) implies: �
CGG CGB
CGB CBB

� �
dG
dB

�
=

�
0
� r

�
db . (6)

(6) and Cramer�s Rule imply:

dG

db
s
=

���� 0 CGB
� r CBB

���� = r CGB and
dB

db
s
=

���� CGG 0
CGB � r

���� = � r CGG < 0 . �

Observation 2. Suppose Assumption 1 holds and the bank makes L loans in expectation.

Then at the solution to [PL]: (i) dr
dL
> 0; (ii) d

dr

�
G
B

�
Q 0 , kg R kb ; and (iii) d

dL

�
G
B

�
Q

0 , kg R kb . If, in addition, wB < 0, then:

dW

dL
R 0 , wG

jwB j
R [ 1� b ] [ (1� b) =cb kb ]

1
kb � 1

g [ g=cg kg ]
1

kg � 1

�
kg � 1
kb � 1

�
r

kg � kb
[ kg � 1 ][ kb � 1 ] . (7)

Corollary 1. If Assumption 1 holds, wB < 0, and kg = kb = k, then:

dW

dL
R 0 , wG

jwB j
R
�
1� b
g

� k
k� 1

�
cg
cb

� 1
k� 1

. (8)

Proof. To prove conclusion (i) in the Observation, observe that when the bank makes L
loans in expectation:

g G+ [ 1� b ]B = L )
�
g
dG

dr
+ ( 1� b ) dB

dr

�
dr = dL
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) dr

dL
=

�
g
dG

dr
+ ( 1� b ) dB

dr

��1
> 0 . (9)

The inequality in (9) holds because, from (4):

g
dG

dr
+ [ 1� b ] dB

dr
s
= g [ g CBB � ( 1� b )CGB ] + [ 1� b ] [( 1� b )CGG � g CGB ]

= [ 1� b ]2CGG + g2CBB � 2 g [ 1� b ]CGB > 0 .

The inequality here re�ects Assumption 1.

We now prove conclusions (ii) and (iii) in the Observation. (2) implies that if Assumption
1 holds, then at the solution to [PL]:

r g = cg kg G
kg�1 ) G =

�
r g

cg kg

� 1
kg � 1

, and

r [ 1� b ] = cb kbB
kb�1 ) B =

�
r (1� b)
cb kb

� 1
kb � 1

. (10)

(10) implies that at the solution to [PL]:

G

B
=

h
g

cg kg

i 1
kg � 1

h
1� b
cb kb

i 1
kb � 1

h
r

1
kg � 1

� 1
kb � 1

i
=

h
g

cg kg

i 1
kg � 1

h
1� b
cb kb

i 1
kb � 1

�
r

kb � kg

[ kg � 1 ][ kb � 1 ]

�
. (11)

(11) implies d
dr

�
G
B

�
Q 0 , kg R kb . Consequently, conclusion (iii) in the Observation

follows from (9) because d
dL

�
G
B

�
= d

dr

�
G
B

�
dr
dL

s
= d

dr

�
G
B

�
.

To prove the last conclusion in the Observation and Corollary 1, observe that dr
dL
> 0

from (9). Furthermore, (10) implies that expected welfare is:

W = wG g

�
r g

cg kg

� 1
kg � 1

+ wB [ 1� b ]
�
r (1� b)
cb kb

� 1
kb � 1

) dW

dL
s
=
dW

dr
= wG g

�
g

cg kg

� 1
kg � 1

�
1

kg � 1

�
r
2� kg
kg � 1

+ wB [ 1� b ]
�
1� b
cb kb

� 1
kb � 1

�
1

kb � 1

�
r
2� kb
kb � 1 R 0

, wG g

�
g

cg kg

� 1
kg � 1

�
1

kg � 1

�
r
2� kg
kg � 1 R jwB j [ 1� b ]

�
1� b
cb kb

� 1
kb � 1

�
1

kb � 1

�
r
2� kb
kb � 1

, wG
jwB j

R [ 1� b ] [ (1� b) =cb kb ]
1

kb � 1

g [ g=cg kg ]
1

kg � 1

�
kg � 1
kb � 1

�
r

kg � kb
[ kg � 1 ][ kb � 1 ] . (12)
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(12) implies that when kg = kb = k:

dW

dL
R 0 , wG

jwB j
R
�
1� b
g

�1+ 1
k� 1

�
cg
cb

� 1
k� 1

=

�
1� b
g

� k
k� 1

�
cg
cb

� 1
k� 1

. �

Observation 3. Suppose er < br < r� in the quadratic cost setting. Then: (i) bg < g� ;

whereas (ii) bb can either exceed b� or be less than b�.
Proof. It is readily veri�ed that, as in (10), at the solution to [PL] in the quadratic cost
setting:

G =
r g

cg
and B =

r [ 1� b ]
cb

. (13)

(13) implies that in the quadratic cost setting, the bank seeks to maximize:

� � g [ �G � r ]
r g

cg
+ [ 1� b ] [�B � r ]

r [ 1� b ]
cb

� �g
2
[ g � 1

2
] 2 � �b

2
[ b� 1

2
] 2: (14)

Let b�L denote the value of the Lagrange multiplier associated with constraint (1) at the
solution to [PB]. Then (14) implies that when constraint (1) binds in the quadratic cost
setting, the necessary conditions for a solution to [PB] include:

[ �G � 2 br ] bg2
cg
+ [ �B � 2 br ]

h
1�bb i2
cb

� b�L
264 bg2
cg
+

�
1�bb�2
cb

375 = 0 . (15)

2 [ �G � br ] br bg
cg
� �g

� bg � 1
2

�
� 2 b�L br bg

cg
= 0 . (16)

� [ �B � br ] br 2
h
1�bb i
cb

� �b
�bb� 1

2

�
+ b�L 2 br

h
1�bb i
cb

= 0 . (17)

br
264 bg2
cg
+

�
1�bb�2
cb

375 = L . (18)

The corresponding necessary conditions for a solution to [PB] when constraint (1) does
not bind are:

[ �G � 2 r� ]
(g�)2

cg
+ [�B � 2 r� ]

[ 1� b� ]2

cb
= 0 . (19)

2 [ �G � r� ]
r� g�

cg
� �g

�
g� � 1

2

�
= 0 . (20)
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� [ �B � r� ] r�
2 [ 1� b� ]

cb
� �b

�
b� � 1

2

�
= 0 . (21)

r�

"
(g�)2

cg
+
(1� b�)2

cb

#
= L+ � ; where � > 0 . (22)

Let e�L denote the value of the Lagrange multiplier associated with constraint (1) at the
solution to the corresponding problem in which: (i) the bank chooses r; and (ii) g and b
are �xed at g� and b�, respectively. The necessary conditions for a solution to this problem
include:

[ �G � 2 er ] (g�)2
cg

+ [�B � 2 er ] [ 1� b� ]2
cb

� e�L " (g�)2
cg

+
(1� b�)2

cb

#
= 0 . (23)

er " (g�)2
cg

+
(1� b�)2

cb

#
= L . (24)

The proof of conclusion (i) in the Observation now follows from the following three
Findings.

Finding 1. If r� > br and bb � b�; then bg < g�.

Proof. (16) implies:

2
h
�G � br � b�L i br bg

cg
= �g

� bg � 1
2

�
) �G � br � b�L =

�g cg
2

� bg � 1
2bg
�
1br . (25)

Similarly, (20) implies:

�G � r� =
�g cg
2

�
g� � 1

2

g�

�
1

r�
. (26)

Subtracting (26) from (25) provides:

r� � br � b�L =
�g cg
2

�� bg � 1
2bg
�
1br �

�
g� � 1

2

g�

�
1

r�

�
. (27)

(17) implies: h
��B + br + b�L i br 2

h
1�bb i
cb

= �b

�bb � 1
2

�

) � �B + br + b�L =
�b cb
2

" bb� 1
2

1�bb
#
1br . (28)

Similarly, (21) implies:

��B + r� =
�b cb
2

�
b� � 1

2

1� b�

�
1

r�
. (29)
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Subtracting (28) from (29) provides:

r� � br � b�L =
�b cb
2

"�
b� � 1

2

1� b�

�
1

r�
�
 bb � 1

2

1�bb
!
1br
#
. (30)

(27) and (30) imply:

�g cg
2

�� bg � 1
2bg
�
1br �

�
g� � 1

2

g�

�
1

r�

�
=
�b cb
2

"�
b� � 1

2

1� b�

�
1

r�
�
 bb � 1

2

1�bb
!
1br
#
. (31)

Suppose r� > br and bb � b�. 1
r� < 1br because r� > br. Also, b� 1

2

1�b is increasing in b.
Therefore, the expression to the right of the equality in (31) is negative.

g� 1
2

g
is increasing in g. Therefore, if r� > br and bg � g�; the expression to the left of the

equality in (31) is non-negative, which is a contradiction. Consequently, bg < g�: �

Finding 2. If r� > br and bg � g�; then bb < b�.

Proof. Finding 1 implies that if r� > br and bb � b�, then it cannot be the case that bg � g�.
Therefore, if r� > br and bg � g�; it must be the case that bb < b�. �
Finding 3. If br > er and bg � g� , then bb > b�.

Proof. From (18) and (24):

br
264 bg2
cg
+

�
1�bb�2
cb

375 = er " (g�)2
cg

+
(1� b�)2

cb

#
. (32)

(g)2

cg
+ (1� b)2

cb
is increasing in g and decreasing in b 2 [ 0; 1 ]. Therefore, (32) implies that

if br > er and bg � g� , then it must be the case that bb > b�. �

Finally, suppose er < br < r� and bg � g�. Then bb < b� from Finding 2 and bb > b�

from Finding 3. This contradiction ensures bg < g� when er < br < r�. �

Conclusion (ii) in the Observation is proved by example in the text. �
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