
CHAPTER 6

Contraction principle

45. Initial value problems and integral equations

45.1. Anharmonic oscillator. Consider the initial value problem for an
oscillator for which the frequency depends on time and and the ampli-
tude

u′′(t) + (ω2 − ν(t, u))u(t) = f(t) , t > 0(45.1)

u
∣

∣

∣

t=0
= u0 , u′

∣

∣

∣

t=0
= u1 .

Here it is assumed that |ν| < ω2 (to have an oscillatory solution), and
f(t) is an external force. For example, one can think of a pendulum
with non-small oscillations. Recall that if the anharmonicity ν vanishes,
then the solution u(t) = v(t) to the initial value problem can be found
by the convolution

u(t) = G(t) ?
(

θ(t)f(t) + u0δ
′(t) + u1δ(t)

)

,

G(t) = θ(t)
sin(ωt)

ω
.

If f is a regular distribution,
∫ T

0

|f(t)| dt < ∞

for any T > 0, then

v(t) =

∫ t

0

G(t − τ )f(τ ) dτ + u0 cos(ωt) + u1
sin(ωt)

ω
, t > 0

and v ∈ C1(t ≥ 0) such that

lim
t→0+

v(t) = u0 , lim
t→0+

v′(t) = u1

Indeed, the integrand and its derivative are continuous in the param-
eter t and are bounded by an integrable function independent of the
parameter t

|G(t − τ )f(τ )| ≤ 1

ω
|f(τ )| , |∂tG(t − τ )f(τ )| ≤ |f(τ )|

589



590 6. CONTRACTION PRINCIPLE

Therefore, v(t) and v′(t) are continuous for t > 0 and

v′(t) =

∫ t

0

cos(ω(t − τ ))f(τ ) dτ + u1 cos(ωt) + u0ω sin(ωt) , t > 0

from which the limit properties follow.
If in addition, f ∈ C0(t ≥ 0), then v ∈ C2(t ≥ 0) by similar argu-

ments (∂2
t G(t − τ )f(τ ) is continuous and is bounded by an integrable

function ω|f(τ )| independent of t), and for t > 0

v′′(t) = f(t) −
∫ t

0

sin(ω(t − τ ))f(τ ) dτ − u1ω sin(ωt)− u0ω
2 cos(ωt)

= f(t) − ω2v(t)

so that v′′(t) → f(0) − ω2u0 which means that v′′ has a continuous
extension to t = 0. Thus, with a continuous force, v(t) is the classical
solution to the initial value problem.

Suppose the anharmonicity ν(t, z) is a continuous function in the
variable t ≥ 0 and z, and, in addition, it is bounded

|ν(t, z)| ≤ ν0 .

Therefore for any continuous amplitude u(t), the anharmonicity ν(t, u(t))
is a continuous and bounded function of time.

Let u(t) be a solution to the non-linear initial value problem. Let
us extend it by zero for t < 0. Then u(t) is a regular distribution that
satisfies the equation

u′′(t) + ω2u(t) = u0δ
′(t) + u1δ

′(t) + θ(t)F (t)

where

F (t) = f(t) + ν(t, u(t)) .

By taking the convolution of both sides of this equation with the causal
Green’s function G(t), it is concluded that any classical solution u ∈
C2(t ≥ 0) to the non-linear initial value problem satisfies the integral
equation:

u(t) = G(t) ∗
(

θ(t)F (t) + u0δ
′(t) + u1δ

′(t)
)

= v(t) +

∫ t

0

G(t − τ )ν
(

τ, u(τ )
)

u(τ ) dτ

where v(t) is the solution to the associated linear problem. Thus, every
solution to the original initial value problem for a differential equation
is a solution to the above integral equation.
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Let us investigate if the converse is true. First note that if u(t) is
continuous for t ≥ 0, then the function

K̂u(t) =

∫ t

0

G(t − τ )ν
(

τ, u(τ )
)

u(τ ) dτ

is also continuous for t ≥ 0. This follows from continuity of ν(t, u(t))

and the Green’s function G. Therefore the integral operator K̂ maps
the space of continuous function into itself:

K̂ : C0(t ≥ 0) → C0(t ≥ 0)

Suppose u(t) is a continuous function that satisfies the integral equation

(45.2) u(t) = v(t) + K̂u(t) .

Let us show that u is also twice continuously differentiable and solves
the said initial value problem. This means that the initial value problem
and the integral equation problem are equivalent.

It is sufficient to investigate the differentiability of K̂u and find
its derivatives to verify the differential equation. First note that G ∈
C∞(t > 0) and

|∂n
t G(t − τ )ν(τ, u(τ ))u(τ )| ≤ ωn−1|ν(τ, u(τ ))u(τ )| ∈ L[0, T ]

by continuity of ν for any continuous u. Therefore the function K̂u is
also from C∞(t > 0) and

d

dt
K̂u(t) =

∫ t

0

cos
(

ω(t− τ )
)

ν
(

τ, u(τ )
)

u(τ ) dτ ,

d2

dt2
K̂u(t) = ν((t, u(t))u(t)− ω

∫ t

0

sin
(

ω(t − τ )
)

ν
(

τ, u(τ )
)

u(τ ) dτ

= ν((t, u(t))u(t)− ω2K̂u(t)

By taking the limit t → 0+ in (45.2) and in the first equation above u
is shown to satisfy the initial conditions

u
∣

∣

∣

t=0
= v(0) + lim

t→0+
K̂u(t) = v(0) + 0 = u0 ,

u′
∣

∣

∣

t=0
= v′(0) + lim

t→0+

d

dt
K̂u(t) = v′(0) + 0 = u1
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Using the explicit form of the derivatives of K̂u, u is shown to satisfy
the differential equation (45.1):

u′′(t) = v′′(t) +
d2

dt2
K̂u(t)

= −ω2v(t) + f(t) + ν
(

t, u(t)
)

u(t)− ω2K̂u(t)

= −ω2v(t) + f(t) + ν
(

t, u(t)
)

u(t)− ω2
(

u(t) − v(t)
)

= −
(

ω2 − ν(t, u(t))
)

u(t) + f(t) , t > 0

Thus, the problems are indeed equivalent.

45.2. The von Neumann series. The integral equation (45.2) is an ex-
ample of a non-linear Volterra equation. There exists a general method
for solving it that will be given later. Here a linear case is considered
as it does not require any special theory beyond a basis analysis. So
let ν be independent of the amplitude, but still depends on time. The
operator K̂ is linear in this case:

K̂(c1u1 + c2u2) = c1K̂u1 + c2K̂u2

for any continuous functions u1,2 and any constants c1,2. As before,
ν(t) is assumed to be continuous and bounded

|ν(t)| < ν0 .

To find a hint for solving (45.2), consider an approximate solution based
on an approximation of an integral by a Riemann sum. In this case,
the problem is reduced to a standard linear algebra problem.

45.2.1. A discretization approach. Suppose the solution is sought in an
interval [0, T ]. Let us partition this interval by tj = j∆t, j = 0, 1, ..., N ,
∆t = T/N , and tj−1 ≤ t∗j ≤ tj are sample points in partition intervals
[tj−1, tj], j = 1, 2, ..., N . Let uj = u(t∗j) and vj = v(t∗j). Then the
integral is approximated by a Riemann sum:

uj = vj +

∫ t∗j

0

G(t∗j − τ )ν(τ )u(τ ) dτ

= vj +

(

∫ t∗1

0

+

∫ t∗2

t∗
1

+ · · · +
∫ t∗j

t∗j−1

)

G(t∗j − τ )ν(τ )u(τ ) dτ

≈ vj +

j
∑

n=1

∆t∗nG(t∗j − t∗n)ν(t∗n)un
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where ∆t∗n = t∗n − t∗n−1. The last term in the sum vanishes because
G(t∗j − t∗j) = 0. So, the values of the solution at sample points can be
approximated by the solution of the linear system

uj +
N
∑

n=1

Kjnun = vj , Kjn =

{

G(t∗j − t∗n)ν(t∗n)∆t∗n , j > n
0 , j ≤ n

or in the matrix notations

(I − K)u = v

where I is the unit N ×N matrix, K is the matrix with elements Kjn,
and u and v are the N vector with components uj and vj, respectively.
One can connect the points (t∗j , uj) in a plane by line segments to obtain
a graph of a continuous function that approximates a solution to the
integral equation.

A general solution to the matrix equation exists and is unique if the
matrix I − K is invertible. For the latter it is necessary and sufficient
that the associated homogeneous equation (I − K)u = 0 has only the
trivial solution u = 0. This is easy to verify by using the triangular
structure of the matrix K and by writing the equation explicitly in the
components:

u1 = 0
u2 − K21u1 = 0

u3 − K31u1 − K32u2 = 0
...















⇒ uj = 0 .

Thus, the equation has a unique solution

u = (I − K)−1v .

Recall a geometric series representation for a function (1 − q)−1.
Let us see if a formal geometric series

(I − K)−1v = v + Kv + K2v + · · · = v +
∞
∑

n=1

Knv

converges to the solution. It turns out that this series is a finite sum.
Indeed, K is a triangular matrix with diagonal elements being zero.
Any matrix with these properties is nilpotent, and its Nth power is the
zero matrix where N is the dimension of the matrix so that Kn = 0
for all n ≥ N in the series. Let us show that

u = v + Kv + K2v + · · · + KN−1v
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is the solution to the matrix equation:

v + Ku = v + Kv + K2v + · · · + KN−1v + KNv = u

because KN = 0.
This offers the sought-after hint for solving a linear Volterra equa-

tion because repetitive actions of K̂ is easy to calculate in the contin-
uum case. As ∆t → 0 and N → ∞, the action of K̂n is given by an
iterated integral and one would expect that the approximate solution
converges to a solution to the integral equation. This is indeed so.

45.2.2. Continuous approach. The analysis given above motivates us to
seek a solution to the integral equation in the form of a series

u(t) = v(t) + K̂v(t) + K̂2v(t) + · · · =

∞
∑

n=0

K̂nv(t)

This series is called a von Neumann series for an operator K̂. Here it
is proved that

(i) The von Neumann series for the integral Volterra operator con-
verges uniformly to a continuous function from C0(t ≥ 0) for
any continuous function v ∈ C0(t ≥ 0);

(ii) The sum of the series is a solution to the Volterra integral
equation;

(iii) The solution is unique.

Uniform convergence. Let us first investigate the convergence of the
series. Put

m0 = sup
[0,T ]

|v(t)| < ∞

Here m0 depends on T . The idea is to find upper bounds on the terms
of the series and investigate the convergence of upper bounds. This
would imply that the series converges uniformly. One has

|G(t − τ )ν(τ )| ≤ ν0

ω
≡ ξ .

Using this inequality, one infers that

|K̂v(t)| ≤ ξ

∫ t

0

|v(τ )|dτ ≤ ξt m0

|K̂2v(t)| ≤ ξ

∫ t

0

|K̂v(τ )| dτ ≤ ξ2m0

∫ t

0

τ dτ =
ξ2t2

2
m0

|K̂nv(t)| ≤ (ξt)n

n!
m0
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The latter relation is easy to prove by induction:

|K̂n+1v(t)| ≤ ξ

∫ t

0

|K̂nv(τ )| dτ ≤ ξm0

∫ t

0

(ξt)n

n!
dτ

≤ (ξt)n+1

(n + 1)!
m0

So the terms of the series are majorated by

|K̂nv(t)| ≤ (ξT )n

n!
m0 = Mn

for all t ∈ [0, T ] and the series of the upper bounds converges

∞
∑

n=0

Mn = eξTm0

This implies that the series converges uniformly on any interval [0, T ].
Moreover, since the terms of the series are continuous functions, the
uniform convergence also implies that the sum of the series is continu-
ous on any interval [0, T ]. As T is arbitrary, the sum of the series is a
continuous function for all t ≥ 0.

Verification of the integral equation. Let us check if the sum satisfies
the integral equation. Put

uN(t) =
N−1
∑

n=0

K̂nv(t)

This is a sequence of partial sums, and

|u(t)− uN(t)| ≤
∞
∑

n=N

|K̂nv(t)| ≤
(

eξT −
N−1
∑

n=0

(ξT )n

n!

)

m0 = CN (T )

for all t ∈ [0, T ]. Since the power series for the exponential has infinite
radius of convergence, CN(T ) → 0 as N → ∞ for any T . Therefore by
taking the supremum in the left side of the above inequality

lim
N→∞

sup
[0,T ]

|u(t) − uN (t)| ≤ lim
N→∞

CN(T ) = 0

This shows that the error of the approximation u(t) ≈ uN(t) goes to
zero uniformly on any interval [0, T ] with increasing N . It follows that

|K̂(u − uN)(t)| ≤ ξ

∫ t

0

|u(τ ) − uN (τ )| dτ ≤ ξCN (T )

∫ t

0

dτ

≤ ξTCN (T )
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Therefore the image of the sequence of partial sums under the action
of the integral operator, K̂uN , also converges uniformly to K̂u:

lim
N→∞

sup
[0,T ]

|K̂(u − uN )(t)| = 0

By taking the limit N → ∞ in the identity

v + K̂uN = uN + K̂Nv

it is concluded that

v + K̂u = u

because the sequences K̂uN , uN , and K̂Nv converge uniformly to K̂u,
u, and 0, respectively, on any interval [0, T ]. Thus, the series is indeed
a solution to the integral equation.

Uniqueness of the solution. Let us show that the found solution is
unique. Suppose that u and w are two solutions:

u = û + v , w = K̂w + v

Then for any n

K̂n(u− w) = u − w ⇒ sup
[0,T ]

|K̂n(u − w)(t)| = sup
[0,T ]

|u(t) −w(t)|

On the other hand it has been shown that

sup
[0,T ]

|K̂n(u −w)(t)| ≤ (ξT )n

n!
sup
[0,T ]

|u(t)− w(t)|

So, for any n

sup
[0,T ]

|u(t)− w(t)| ≤ (ωT )n

n!
sup
[0,T ]

|u(t)− w(t)| .

But the factor (ξT )n

n!
is less than 1 for all n that are large enough and

for any T . Therefore the inequality can hold if and only if

sup
[0,T ]

|u(t)− w(t)| = 0

which is only possible if

u(t) = w(t)

and the solution is indeed unique.
The existence and uniqueness of a solution to the Volterra inte-

gral equation also implies that the original initial value problem for
the oscillator with a time-dependent frequency also has a unique solu-
tion. A conversion of a problem in differential equation to an equivalent
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problem in integral equation is one of main mathematical tools to in-
vestigate the existence and uniqueness of a solution and also to obtain
the solution by solving the integral equation.

45.3. Higher dimensional generalizations. Consider the Cauchy problem
for a non-linear wave equation

u′′
tt − c2∆xu = λF (u, x, t) , t > 0 ,

u
∣

∣

∣

t=0
= u0(x) , u′

t

∣

∣

∣

t=0
= u1(x) , x ∈ R

N

where λ is a numerical parameter and F is a continuous function of
all variables. It is also assumed that u0 and u1 are smooth enough in
order for a solution to exist in the class C2(t > 0) ∩ C1(t ≥ 0) when
F = 0. Suppose that the problem has a solution u(x, t). It is extended
by zero for all t < 0. The extended function is a regular distribution
that satisfies the equation
( ∂2

∂t2
− c2∆x

)

u(x, t) = δ(t) · u1(x) + δ′(t) · u0(x) + λθ(t)F (u(x, t), x, t)

Let G(x, t) be the causal Green’s function for the wave operator

( ∂2

∂t2
− c2∆x

)

G(x, t) = δ(t) · δ(x) , G(x, t) = 0 , t < 0 .

By taking the convolution with both sides of this equation, it is shown
that the classical solution for the Cauchy problem also satisfies the
integral equation

u(x, t) = v(x, t) + λG(x, t) ∗ θ(t)F (u(x, t), x, t) ,

v(x, t) = G(x, t) ∗ u1(x) +
∂

∂t
G(x, t) ∗ u0(x)

where, in the latter equation, the convolution is taken with respect to
x. The convolutions are classical convolution because u0,1 and F are
continuous functions. Recall the classical wave potentials.

For example, if N = 1, then the integral equation is deduced from
the d’Alembert formula:

u(x, t) = v(x, t) +
λ

2c

t
∫

0

x+c(t−τ )
∫

x−c(t−τ )

F (u(y, τ ), y, τ ) dy dτ

v(x, t) =
1

2c

x+ct
∫

x−ct

u1(y) dy +
1

2

(

u0(x + ct) + u0(x − ct)
)
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Similarly, if N = 3, then the integral equation is obtained from the
Kirchhoff formula

u(x, t) = v(x, t) +
λ

4πc2

∫

|y−x|<ct

F (u(y, t − |x−y|
c

), y, t − |x−y|
c

)

|x − y| d3y ,

v(x, t) =
1

4πc2t

∫

|y−x|=ct

u1(y) dSy +
1

4πc2

∂

∂t

1

t

∫

|y−x|=ct

u0(y) dSy .

Using the smoothness properties of the wave potentials established in
Chapter 3, one can show that the non-linear operator

K̂u(x, t) = G(x, t) ∗ F (u(x, t), x, t)

maps any continuous function u ∈ C0(t ≥ 0) to C0(t ≥ 0) if F (u, x, t)
is a continuous function of all arguments.

Suppose that the integral equation has a solution in the class of
continuous functions C0(t ≥ 0). Then under some smoothness con-
ditions on F that follow from the smoothness properties of the wave
potentials, one can show that this solution is also from the class C2(t >
0) ∩ C1(t ≥ 0) and solves the Cauchy problem. A verification of this
assertion in general is left to the reader as an exercise. For example,
for N = 1, it is sufficient that F (u, x, t) is continuously differentiable
for t ≥ 0 in all three variables.

Thus, the non-linear Cauchy problem is equivalent to the integral
equation

u = v + λK̂u .

It is clear that the approach can be used to obtain integral equations
that are equivalent to Cauchy problems for other equations such as
the heat equation, Maxwell’s equations, Schroedinger equation, or the
transfer equation.

45.4. Perturbation theory. A traditional approach, often employed for
solving integral equations in physics, is based on the so-called pertur-
bation theory. Consider a sequence of function defined recursively

un = v + λK̂un−1 , u0 = v .

If λ is small enough, then the sequence is expected to converge to a
solution in some sense. A proof of this assertion is far from obvious and
will be discussed later. Here the idea is illustrated by a simple example
where the convergence of the perturbation sequence is not difficult to
establish.
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45.4.1. An example. Consider the Cauchy problem for a 2D wave equa-
tion where

F (u, x, t) = ν(x, t)u

and the function ν(x, t) is continuous and bounded so that

|ν(x, t)| ≤ ξ2 , (x, t) ∈ R × [0, T ] = Ω

for any T > 0. Of course, ξ may depend on T . In this case, the operator
K̂ is linear and the perturbation sequence becomes the von Neumann
series. Its convergence can be studied by means similar to the case of
an oscillator. The function v(x, t) is also assumed to be continuous and
bounded:

sup
Ω

|v(x, t)| = m0 < ∞ .

Recall that v(x, t) is the solution to the Cauchy problem for λ = 0.
By d’Alemberts formula, it is bounded if the initial data are bounded.
Then for all (x, t) ∈ Ω

|K̂v(x, t)| ≤ ξ2

2c

∫ t

0

∫ x+c(t−τ )

x−c(t−τ )

|v(y, τ )| dy dτ

≤ ξ2m0

2c

∫ t

0

∫ x+c(t−τ )

x−c(t−τ )

dy dτ =
ξ2t2

2
m0 ,

|K̂2v(x, t)| ≤ ξ2

2c

∫ t

0

∫ x+c(t−τ )

x−c(t−τ )

|K̂v(y, τ )| dy dτ

≤ ξ4

4c
m0

∫ t

0

τ 2

∫ x+c(t−τ )

x−c(t−τ )

dydτ =
ξ4t4

4!
m0 ,

|K̂nv(x, t)| ≤ (ξt)2n

(2n)!
m0

The latter inequality is easy to prove by mathematical induction. There-
fore the terms of the von Neumann series are uniformly bounded by

|λnK̂nv(x, t)| ≤ λn (ξT )2n

(2n)!
m0 , (x, t) ∈ Ω

and the series of the bounds converges for any λ

m0

∞
∑

n=0

λn (ξT )2n

(2n)!
= m0 cosh

(

√

|λ| ξT
)

This implies that the von Neumann series converges uniformly to some
continuous function on Ω.
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Following the reasoning of Section 45.2, it is not difficult to show
that the sum of the von Neumann series is a unique solution to the inte-
gral equation. This also proves that the corresponding Cauchy problem
has a unique solution (under additional assumptions on smoothness of
the function ν(x, t)) that is given by the von Neumann series. Thus,
the use of perturbation theory is justified for any λ. It will be shown
later that under some additional assumptions on F (u, x, t), a similar
result holds for F that is non-linear in u.

45.5. Exercises.

2. Cauchy problem for wave equations. Let

F (u, x, t) = ν(x, t)u , |ν(x, t)| ≤ ω , x ∈ R
N , t ≥ 0 ,

for some constant ω.
(i) Use the reasoning for the case N = 1 to show that for N = 2, 3

|K̂v(x, t)| = |G(x, t) ? F (v(x, t), x, t)| ≤ MN (t, ω) sup
Ω

|v(x, t)|

where Ω = [0, T ]× RN . Find an explicit form MN (t, ω).
(ii) Use the above result to investigate the uniform convergence of the
von Neumann series:

u(x, t) = v(x, t) +
∞
∑

n=1

λnK̂nv(x, t)

in [0, T ] × RN . Find all values of λ for which the series converges uni-
formly.
(iii) Show that the von Neumann series is a unique solution to the in-
tegral equation.
(iv) Find sufficient conditions on smoothness of the function ν(x, t) un-
der which the integral equation and the Cauchy problem are equivalent,
and prove that the Cauchy problem has a unique solution given by the
von Neumann series for N = 2, 3.

2. Cauchy problem for a non-linear transfer equation. Consider the
Cauchy problem for the transfer equation

1

c

∂u(x, t)

∂t
+ (s,∇x)u(x, t) + αu(x, t) = F (u(x, t), x, t) , t > 0 ,

u
∣

∣

∣

t=0
= u0(x)
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where s and x are vectors from RN , |s| = 1, c > 0, α > 0, and u0 ∈ C1.
Assume that F (u, x, t) is a continuous function of u, x, and t ≥ 0.
(i) Use the causal Green’s function for the transfer operator to show
that if u(x, t) is a solution to the Cauchy problem, then it is also a
solution to the integral equation

u(x, t) = v(x, t) + K̂u(x, t) ,

K̂u(x, t) =

∫ t

0

e−αc(t−τ )F
(

u(x − cs(t− τ ), τ ), x− cs(t − τ ), τ
)

dτ ,

v(x, t) = e−αctu0(x − cst)

(ii) Show that K̂u is continuous for t ≥ 0 if u is continuous for t ≥ 0.
(iii) Find conditions on F (u, x, t) under which a continuous solution of
the integral equation is from class C1(t > 0)∩C0(t ≥ 0) and solves the
Cauchy problem, thus establishing the equivalence of the problems.
(iv) Suppose that

F (u, x, t) = ν(x, t)u

where ν(x, t) is a continuous and bounded function. In this case, the

operator K̂ is linear. Prove that the von Neumann series
∑

K̂nv con-
verges uniformly on RN × [0, T ].
(v) Prove that the sum of the von Neumann series is a continuous
function that satisfy the integral equation and that the corresponding
Cauchy problem has a unique solution given by the von Neumann series
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46. Wave scattering

Integral equations appear in other applications in physics. One ex-
ample that is especially significant is about wave scattering. There are
many physically different waves (electromagnetic, elastic, sound, quan-
tum, etc). However the mathematical tool for studying their scattering
is the same and is known as the Lippmann-Schwinger integral equa-
tion. Here its derivation is given for a scalar wave equation in R3. It
describes, e.g., sound waves.

46.1. Formulation of the problem. In this section t is real and x ∈ R3.
In a homogeneous medium, the wave equation

1

c2
u′′

tt(t,x)− ∆x(t,x) = 0

has plane wave solutions

u(t,x) = u0e
−iωt+i(k,x) , ω = c|k|

The amplitude u(t,x) has a constant value on any plane perpendicular
to the vector k at any fixed moment of time. With changing t, any such
plane propagates with the rate c in the direction of the vector k. The
constant c is the wave speed, and depends on the physical properties of
the medium. If there is an inhomogeneity in the medium, then c is no
longer a constant and depends on the position. Any plane propagating
in an inhomogeneous medium will be distorted, and this distortion is
called a scattered wave, which might intuitively be thought of as a
linear combination of plane waves with different wave vectors k. The
frequency ω does not change in the scattering process. So, the solution
is sought in the form

u(t,x) = e−iωt
(

ui(x) + us(x)
)

where ui(x) and us(x) are the amplitudes of the incident and scat-
tered waves. The incident wave satisfies the wave equation without
any inhomogeneities:

∆ui(x) + k2ui(x) = 0 , k2 =
ω2

c2
0

where c0 is the wave speed in a homogeneous medium. In particular,
one can take a plane wave ui(x) = u0e

i(k,x) where |k| = k. The problem
is to find us(x) if c is no longer a constant.

Put

V (x) =
ω2

c2
0

− ω2

c2(x)
= k2

(

1 − c2
0

c2(x)

)
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Then the wave equation for the scattered wave has the form

(46.1) (∆ + k2)us = V ui + V us .

Suppose that the scattering inhomogeneity occupies a bounded region
in space, that is, the function V has a bounded support

supp V = Ω̄ ⊂ BR

so that the scattered wave satisfies the Helmholtz equation as the in-
cident wave

(∆ + k2)us = 0 , x ∈ Ωc = R
3 \ Ω̄

in the complement of Ω. By physical reasons, the scattered wave should
be propagating away from a scattering structure. Not every solution
to the Helmholtz equation would have this property.

46.1.1. Sommerfeld radiation condition. Recall that regular distributions

u±(t,x) = −e±irk

4πr
e−iωt = G±(x)e−iωt , r = |x|

are solutions to the wave equation with a harmonic point-like source:

( 1

c2
0

∂2

∂t2
− ∆x

)

u±(t,x) = e−iωtδ(x)

Note that u± are smooth functions that satisfy the homogeneous wave
equation in any open region that does not contain the origin x = 0.
The phase of the solution u+ remains constant on the sphere of radius
r = r0 + ct that is increasing with increasing time t at the rate c. A
physical interpretation of this property is that the function u+ describes
a spherical wave propagating away from the point source. Similarly,
the solution u− describes a spherical waves collapsing onto the point
source. Therefore a scattering wave should be a combination of waves
like u+.

The amplitude of an outgoing wave generated by an extended monochro-
matic source ρe−iωt is given by

u+(t,x) = e−iωt (G+ ∗ ρ)(x) = e−iωt

∫

Ω

eik|x−y|

4π|x − y| ρ(y)d3y

which can be interpreted as a combination of outgoing spherical waves.
The support Ω of sources is bounded. So in the asymptotic region
|x| = r → ∞, one has

|x− y| = r
∣

∣

∣x̂− y

r

∣

∣

∣ = r
(

1 + O
(1

r

))

,
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where x̂ is the unit vector in the direction of x. Therefore

u+(t,x) = −e−iωt eikr

4πr

(

1 + O
(1

r

))

for large r. This wave satisfies the asymptotic condition

lim
r→∞

r
(∂u+

∂r
− iku+

)

= 0 .

Note that the convolution G− ∗ ρ does not satisfies this condition be-
cause of the different sign in the exponential.

Thus, it is demanded that the scattered wave satisfies this asymp-
totic condition

(46.2) lim
r→∞

r
(∂us

∂r
− ikus

)

= 0 .

It is called the Sommerfeld radiation (or outgoing wave) condition.

46.2. Lippmann-Schwinger equation. Suppose that us is a solution to
(46.1) that satisfies the Sommerfeld condition (46.2). Then owing to
the analogy with a non-homogeneous Helmholtz equation, us is sought
in the form

us(x) = (G+ ∗ ρ̃)(x) ,

where the density ρ̃ is to be found and it is supported in Ω̄. Then

V ui + V us = (∆ + k2)us = (∆ + k2)G+ ∗ ρ̃ = δ ∗ ρ̃ = ρ̃

It follows that if, without loss of generality, one sets

ρ̃ = V ui + V w

where w is an unknown function, then

V us = V w

so that w is equal to us in Ω̄. Therefore restricting the relation us =
G+ ∗ ρ̃ to Ω̄, it is concluded that w satisfies the equation

w = G+ ∗ (V ui) + G+ ∗ (V w)

Suppose that V is bounded, then the linear integral operator

K̂w(x) = G+ ∗ (V w)(x) = −
∫

Ω

eik|x−y|V (y)

4π|x − y| w(y)d3y

maps a continuous function on Ω̄ to a continuous function on Ω̄:

K̂ : C0(Ω̄) → C0(Ω̄)
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This follows from properties of functions defined by potential-like in-
tegrals studied earlier. Then w ∈ C0(Ω̄) is a solution to the integral
equation

w = f + K̂w , f = K̂(V ui) ∈ C0(Ω̄)

This integral equation is known as the Lippmann-Schwinger equation
for scattered waves.

Now suppose that w ∈ C0(Ω̄) is a solution to the Lippmann-
Schwinger equation. Then

us(x) = −
∫

Ω

eik|x−y|V (y)

4π|x − y|
(

ui(y) + w(y)
)

d3y .

If V vanishes at the boundary of Ω smoothly enough, then us can have
continuous partial derivatives everywhere in space as one might infer
from the theory of potential-like integrals. In other words, under some
assumptions on smoothness of V , one can show that us is twice con-
tinuously differentiable and satisfies the original differential equation
(46.1) and the Sommerfeld outgoing wave condition (46.2). The inci-
dent and scattered waves in the region occupied by the scatterers play
the role of sources for the scattered wave in the asymptotic region. If us

is known in Ω, then us is known in the whole space. The existence and
uniqueness of a solution to the integral equation implies the existence
and uniqueness of a solution to the scattering problem.

46.3. Von Neumann series for the Lippmann-Schwinger equation. An ap-
proximate solution to the Lippmann-Schwinger equation can be ob-
tained by replacing the integral by a suitable Riemann sum just like
in the case of the Volterra equation. If In is a partition cell in Ω and
Un is the value of us in Iu, then the equation is reduced to the same
linear algebra problem as in the case of the Volterra equation where
the matrix elements of K are

Kjn =

∫

In

eik|xj−y|V (y)

4π|xj − y| d3y

Note that for the diagonal elements Kjj , the integral converges (the
singularity at y = xj is integrable). In contrast to the Volterra case,
the matrix K is a general matrix and, hence, the inverse of I−K may
or may not exist. For example, if the matrix K has a unit eigenvalue,
then I−K is not invertible and the solution may not exist and even if
it exists it is not unique (recall the Fredholm alternative in the linear
algebra). This suggests that more sophisticated methods are needed
for analyzing the Lippmann-Schwinger equation than a von Neumann
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series. However, the von Neumann series is not totally useless in this
case.

Let |V (x)| ≤ V0. Then one can show that the von Neumann series
converges uniformly on Ω̄ to a unique solution if V0 is small enough.
Suppose that the amplitude of an incident wave is bounded (which is
always the case in any physical situation)

m0 = sup |ui(x)|
Let R be the diameter of Ω̄ (the largest distance between two points in
Ω̄). Then for any x in Ω̄, the region Ω̄ is contained in the ball BR(x)
centered at x. Therefore the following estimate holds

|K̂ui(x)| ≤ m0V0

4π

∫

Ω

d3y

|x− y| ≤
m0V0

4π

∫

BR(x)

d3y

|x − y| =
1

2
m0V0R

2

where the last integral can be evaluated in spherical coordinates. Since
this inequality is true for any x, it is concluded that

sup |K̂ui(x)| ≤ 1

2
m0V0R

2 .

Similarly, replacing ui by K̂ui in the above analysis, it is concluded
that

|K̂2ui(x)| ≤ 1

2
V0R

2 sup |K̂ui(x)| = m0

(V0R
2

2

)2

Using the mathematical induction, the terms of the von Neumann series
are shown to be uniformly bounded

|K̂nui(x)| ≤ sup |K̂nui(x)| ≤ m0

(V0R
2

2

)n

Therefore the von Neumann series

us(x) = ui(x) +
∞
∑

n=1

K̂nui(x)

converges uniformly to a unique solution of the Lippmann-Schwinger
equation, provided

V0R
2

2
< 1 .

In particular, if c(x) does not deviate from c0 by orders in magnitude,
this condition is ensured if the dimensionless parameter kR is small
enough. Note that λ = 2π/k is the wavelength. For this reason, the
stated approximation is called a long wavelength approximation, and it
is applicable when dimensions of the scattering region are sufficiently
small as compared to the wavelength of the incident wave.
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46.4. Scattering by point-like particles. 1 Suppose that Ω = BR is a ball
of radius R centered at the origin, and V = V0 has a constant value in
it. Let us assume that

kR � 1

so that the long wavelength approximation is applicable. The param-
eter k defines a characteristic length over which the phase factor eikr

has a significant variation. If r lies in an interval [r0 −R, r0 + R], then
the phase factor is close to constant eikr0. By setting r0 = 0,

K̂w(x) =
V0

4π

(

∫

|y|<R

w(y)

|y| d3y + O(kR)
)

.

In the leading order of this approximation K̂w is a constant function.
Therefore, the solution to the integral equation should be sought among
constant functions in this approximation. Let

w(x) = ws

Then using the spherical coordinates to evaluate the integral

K̂w(x) =
1

2
V0R

2ws

The integral equation becomes an algebraic equation in the long wave-
length approximation:

ws =
1

2
V0R

2ws +
1

2
V0R

2u0

where u0 = ui(0), because the incident wave does not vary much within
the scatterer (owing to the condition kR � 1). The solution reads

ws =
1
2
V0R

2

1 − 1
2
V0R2

u0

The scattered wave is given by

us(x) =
V0u0

1 − 1
2
V0R2

∫

|y|<R

eik|x−y|

4π|x− y| d
3y , |x| > R

In the leading order of the small parameter kR, the term 1
2
V0R

2 can
be neglected in the denominator. By the integral mean value theorem,
the integral is proportional to the volume of the scatterer so that

us(x) ∼ 4πR3V0

3

eik|x|

4π|x| , |x| → ∞

1To be revised to include a systematic expansion of the solution in powers of
kR, leading order (s-wave), next-to-leading order (p-wave), etc.
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The result can be extended to a collection of small particles of radii
Rj, kRj � 1, centered at points xj, assuming that all particles lie in
ball of some radius (to make the support of the scatterers bounded). In
this case, Ω consists of non-overlapping balls BRj

(xj), and V is assumed
to take a constant value Vj on each ball. So, the solution to the integral
equation should be sought as a piece-wise constant function

w(x) = wj , |x− xj| < Rj , j = 1, 2, ..., N

where N is total number of scatterers because

eik|x−y| = eik|xj−y| + O(kRj ) , x ∈ BRj
(xj) ,

where y lies in any of the balls. Therefore, in this approximation the
action of K̂ on such w returns a function that has constant values on
each scatterer:

K̂w(x) =
N
∑

j=1

Knjwj , |x− xn| < Rn

Knj = Vj

∫

|y−xj |<Rj

eik|xn−y|

|xn − y| d
3y

If u0j is the value of the incident wave amplitude on the jth scatterer,
then the unknown constants wj satisfy the linear equation

wn =
N
∑

j=1

Knjwj +
N
∑

j=1

Knju0j

If w and u0 are N−dimensional vectors with components wj and u0j,
respectively, and K is the matrix with matrix elements Knj , then the
equation can be cast in the matrix form

w = Kw + Ku0

It has a unique solution

w = (I − K)−1
Ku0

provided the inverse matrix exists. The diagonal elements of K are of
order (kRj)

2 because just like in the single particle case

Kjj =
1

2
VjR

2
j ∼ (kRj)

2

The non-diagonal matrix elements contain an extra small factor

Knj =
eik|xn−xj |

4π|xn − xj|
·
4πR3

j

3
Vj = Kjje

ikDjn
2Rj

3Djn

, j 6= n



46. WAVE SCATTERING 609

where Djn = |xn−xj| is the distance between the jth and nth particles.
So, if Djn is of order of the wavelength of the incident wave or greater,
Djnl ∼ 1, then

|Kjn| ∼ (kRj)
3

so that K is close to the diagonal matrix and its Frobenius norm is
approximately the largest diagonal element:

‖K‖ =
1

2
max

j
{VjR

2
j} + O((kR)3) < 1

for small enough R = maxj{Rj}. Hence, the inverse matrix in question
exists. In particular,

w + u0 = (I − K)−1
Ku0 + u0 = (I − K)−1

u0

Therefore the scattered amplitude in the asymptotic region is given by

us(x) =
N
∑

j=1

VjSj

∫

|y−xj |<Rj

eik|x−y|

4π|x− y| d
3y , |x| > max

j
{|xj| + Rj}

where Sj is the jth component of the vector w + u0:

Sj =
(

I − K)−1
u0

)

j
.

Using the integral mean value theorem to evaluate the integral and
obtain the asymptotic scattered amplitude

us(x) ∼
N
∑

j=1

eik|x−xj |

4π|x− xj|
ρj , ρj =

4π

3
R3

jVjSj

In the asymptotic region, |x| → ∞, the scattered wave is a superpo-
sition of spherical waves emitted by a point-like source of strength ρj

and located at a point xj.

46.5. Remarks. The examples of the initial value problem for an anhar-
monic oscillator and the wave scattering illustrate a general approach to
study some problems formulated in terms of differential equations with
some boundary or initial conditions by converting them into equivalent
integral equations by means of suitable Green’s functions for the differ-
ential operators involved. In many instances, a solution or its suitable
approximation is easier to find for the integral equation than for the
original problem. In what follows, a general problem of solving the
equation

u = λK̂u + f
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where K̂ is an operator acting in some functional space will be ana-
lyzed, where λ is a numerical parameter. Since u belongs to an infinite
dimensional space, no matrix (finite-dimensional) analogy might be
deceiving when investigating the existence of the inverse

u = (I − λK̂)−1f

In physics, one often employ a perturbation theory which amounts to
seeking the solution as a power series in the parameter λ:

u = u0 + λu1 + λ2u2 + · · ·
In th operator theory, the inverse (I − λK̂)−1 is called the resolvent of

the operator K̂. Its existence or non-existence for some λ depends on
fundamental properties of K̂. As a consequence, the operator theory
provides a justification of the perturbation theory and answers the
question for what λ the perturbation series converges to a solution.
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47. Linear spaces

Definition 47.1. (Linear space)
A collection of elements X is called a vector space and its elements are
called vectors if there are two operations on vectors, addition and scalar
multiplication, that have the following properties
Addition: u + v ∈ X , ∀u, v ∈ X

(1a) u + v = v + u ,

(2a) u + (v + w) = (u + v) + w ,

(3a) ∃! 0 ∈ X : u + 0 = u ,

(4a) ∀u ∈ X ∃! (−u) ∈ X : u + (−u) = 0

Scalar multiplication: αu ∈ X , ∀u ∈ X , ∀α ∈ F

(1m) α(βu) = (αβ)u ,

(2m) 1u = u ,

(3m) (α + β)u = αu + βu ,

(4m) α(u + v) = αu + αv

If F = R, then X is a real vector space, and if F = C, then X is a
complex vector space.

By the commutative and distributive properties, (1a) and (2a), the
order of term in any linear combination of vectors is not relevant and it
will be written as

α1u1 + α2u2 + · · · + αnun

It also follows from the axioms that

u
(2m)
= 1u = (1 + 0)u

(3m)
= 1u + 0u = u + 0u

(3a)⇒ 0u = 0 ∈ X

In turn, it follows from the latter that

0 = 0u = [1 + (−1)] u = u + (−1)u
(4a)⇒ (−1)u = −u

If X contains at least one element u 6= 0, then X has infinitely many
elements αu, where α ∈ F.

Definition 47.2. (Linear manifold)
A subset M ⊂ X of a linear space X that is closed with respect to the
addition and scalar multiplication is called a linear manifold, that is,

u + v ∈ M , αu ∈ M ∀u, v ∈ M , ∀α ∈ F

Any two linear manifolds in X have at least one common element,
the zero element 0 ∈ X, because 0u = 0 for any u ∈ X.
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47.1. Examples of linear spaces.

Example 1. The space of continuous functions is a linear space,

f : Ω → F , f ∈ C0(Ω)

if the addition of functions is defined by

(f + g)(x) = f(x) + g(x) , ∀x ∈ Ω

and the scalar multiplication is defined by

(αf)(x) = αf(x) , ∀x ∈ Ω

Clearly, the space X = C0(Ω) is closed with respect to the addition
and scalar multiplication, and all the axions of these operations are
fulfilled. Note that the zero function g(x) = 0 is the only continuous
function that has the property f(x) + g(x) = 0.

Consider X = C0([−a, a]). Then the even and odd functions form
two linear manifolds with the only common element being the zero
function.

Example 2. Let Pn be a set of all polynomials of degree at least n of
one real variable. Let P be a set of all polynomials. Then P is a linear
space with addition and scalar multiplication defined as for real-valued
functions, Pn is a linear manifold in P . Note also that P is a linear
manifold in C0(R).

Example 3. Consider a linear homogeneous differential equation

Lu(x) = u(n)(x) + a1(x)u(n−1)(x) + · · · + an−1(x)u′(x) + an(x)u(x) = 0

The set of its solutions a vector space because L(u + v) = Lu +Lv = 0
and L(αu) = αLu = 0 if Lu = Lv = 0 for any number α. This set is
also a linear manifold in the linear space Cn(R).

47.2. Dimension of a linear space.

Definition 47.3. (Span of a set)
Let U ⊂ X be a collection of vectors. The set of all linear combinations
of elements of A is called the span of A:

v = α1uj1 + α2uj2 + · · · + αnujn ∈ Span A

for any choice of coefficients αk, k = 1, 2, ..., n and any finite subset
elements of U , {ujk

}n
k=1 ⊂ U .

If U is a finite set, then its span is a collection of all linear combi-
nations of elements of U .
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Definition 47.4. (Linearly independent set)
A finite set U = {u1, u2, ..., un} is called linearly dependent if α1u1 +
α2u2 + · · · + αnun = 0 for some αj , j = 1, 2, ..., n, that do not vanish
simultaneously. If α1 = α2 = · · · = αn = 0 is the only solution to the
equation:

α1u1 + α2u2 + · · · + αnun = 0

then the set U is called linearly independent. An infinite set U is linearly
independent if any finite subset of U is linearly independent.

For example, the set U = {1, x, x2, ..., xn} is linearly independent
in Pn or C(R). The set U = {xn}∞0 is linearly independent in P and
C(R).

Definition 47.5. (Dimension of a linear space)
The dimension of a linear space X is equal to n, dimX = n, if X has
a set of n linearly independent vectors, but any set of n + 1 vectors
is linearly dependent. A vector space is said to have infinite dimen-
sion, dimX = ∞, if for each positive integer n one can find n linearly
independent vectors in X.

For example, dimPn = n + 1 because the linearly independent set
{xk}n

0 has n + 1 elements. Evidently, dimP = ∞ and dim C0 = ∞.

Definition 47.6. (A basis in a linear space)
A subset {v1, v2, ..., vn} ⊂ X in a finite-dimensional linear space X,
dimX = n < ∞, is called a basis in X if any element of X is a unique
linear combination of vj:

∀u ∈ X ∃!{α1, α2, ..., αn} : u = α1v1 + α2v2 + · · · + αnvn

The following theorem describes basis properties of a basis

Theorem 47.1. (properties of a basis)
The basis vectors are linearly independent. Any set of n linearly inde-
pendent vectors in an n−dimensional vector space is a basis.

Clearly the set of monomials {xk}n
0 is a basis in the space Pn of

all polynomials of degree at most n. What is a basis in an infinite
dimensional linear space? A basis in an infinite dimensional space
should contain infinitely many elements. For example, any element of
the space P is a unique linear combination of monomials {xk}∞0 . So,
in this sense the set {xk}∞0 is a basis in P . However, this picture is not
so easy to extend to the space of continuous functions. Evidently, not
every continuous function is a polynomial. So, one can try to consider
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linear combinations with arbitrary large number of terms. For example,
a convergent power series

f(x) =
∞
∑

n=0

αnx
n

defines a continuous function in the interval of convergence. Can all
continuous functions be defined by power series? Evidently no because
a power series defines a function from class C∞. Yet, the very concept
of linear combinations with infinite number of terms (series) requires a
definition of convergence, or the measure for how close two elements of
a linear space are to one another.
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48. Banach spaces

48.1. Normed spaces.

Definition 48.1. A linear space X is a normed space if there exists
a real-valued function ‖ · ‖ : X → R with the following properties

(i) ‖u‖ ≥ 0 ,

(ii) ‖u‖ = 0 ⇔ u = 0 ,

(iii) ‖cu‖ = |c|‖u‖ , ∀c ∈ C ,

(iv) ‖u + v‖ ≤ ‖u‖ + ‖v‖
for all u and v from X.

The stated properties are called the norm axioms. Note that every
normed space is a metric space if the distance between any two elements
is defined by

d(u, v) = ‖u − v‖
Clearly, the distance axioms are satisfied.

Space of bounded functions. Let X = B(Ω) be a set of bounded func-
tions on Ω ⊂ Rn:

|u(x)| ≤ M , ∀x ∈ Ω

It is a linear space because a linear combination of bounded functions
is bounded. If |u(x)| ≤ M1 and |v(x)| ≤ M2, then

|c1u(x) + c2v(x)| ≤ |c1||u(x)|+ c2|v(x)| ≤ |c1|M1 + c2|M2| .
Put

‖u‖∞ = sup
Ω

|u(x)|

Clearly, the supremum exists for any bounded function. So, ‖ · ‖∞ is
a real-valued function on the space of bounded functions. It is non-
negative and

‖u‖∞ = 0 ⇔ u(x) = 0

The third axiom is also satisfied. Finally

|u(x) + v(x)| ≤ |u(x)|+ |v(x)| ≤ ‖u‖∞ + ‖v‖∞ , ∀x ∈ Ω

Since the above inequality holds for all x in Ω, one can take the supre-
mum in the left side so that

‖u + v‖∞ ≤ ‖u‖∞ + ‖v‖∞
Thus the space of bounded function equipped with the supremum norm
is a normed space.
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The set of bounded continuous functions C0(Ω) ∩ B(Ω) is a linear
manifold in B(Ω). Note that if Ω is not closed and bounded, then
C0(Ω) can contain unbounded continuous functions.

48.2. Space of square integrable functions. A function f : Ω ⊂ RN → C

is said to be square integrable on Ω if
∫

Ω

|f(x)|2 dNx < ∞

The integral is understood in the Lebesgue sense.

Proposition 48.1. The set of square integrable functions is a lin-
ear space

Indeed, a function scaled by a complex number α is square inte-
grable:

∫

Ω

|αu(x)|2 dNx = |α|2
∫

Ω

|u(x)|2 dNx < ∞

If a and b are real, then

(a − b)2 ≥ 0 ⇒ ab ≤ 1

2
a2 +

1

2
b2

The from the triangle inequality for complex numbers z and w:

|z + w| ≤ |z| + |w|
it follows that

|z + w|2 ≤ |z|2 + |w|2 + 2|z||w| ≤ 2|z|2 + 2|w|2

Therefore
∫

Ω

|u(x) + v(x)|2dNx ≤ 2

∫

Ω

|u(x)|2 dNx + 2

∫

Ω

|v(x)|2dNx < ∞

Thus, a linear combination of square integrable functions is square
integrable.

Put

‖u‖2 =

√

∫

Ω

|u(x)|2dNx

Clearly the first axiom is satisfied. The second axiom is not satisfied
because

‖u‖2 = 0 ⇒ u(x) = 0 a.e.

So, u(x) is not the zero function.
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The space L2(Ω). Consider an equivalence class that consists of square
integrable functions that are equal to one another almost everywhere.
The set of square integrable functions is split into such equivalence
classes. Let L2(Ω) be the set of all such equivalence classes. In other
words, two elements u and v of L2(Ω) are are two equivalence classes.
They are are equal if any functions from the corresponding equivalence
classes are equal almost everywhere

u = v in L2(Ω) ⇔ u(x) = v(x) a.e.

Similarly, u and v are distinct elements of L2(Ω) if the difference of
any two functions from the equivalence classes u and v is not equal
to zero almost everywhere. The set L2(Ω) is a linear space because
a linear combination of functions that are zero almost everywhere is
zero almost everywhere. In particular, the zero element in L2(Ω) is the
collection of all functions that are zero almost everywhere. Hence,

‖u‖2 = 0 ⇔ u = 0 in L2(Ω)

so that the second axiom is satisfied in L2(Ω).

Proposition 48.2. The linear space L2(Ω) equipped with the norm
‖ · ‖2 is a normed space.

Let us prove first the following inequality:
∣

∣

∣

∫

Ω

Reuv̄ dNx
∣

∣

∣
≤ ‖u‖2‖v‖2

First, note that the inequality holds if v = 0. If v 6= 0, consider the
function of a real variable t

h(t) = ‖u + tv‖2
2 = ‖u‖2

2 + t2‖v‖2
2 + 2

∫

Ω

Reuv̄ dNx

By construction, h(t) ≥ 0 for all real t and attains its absolute minimum
when its derivative vanishes:

h′(t) = 0 ⇒ t = t∗ = − 1

‖v‖2
2

∫

Ω

Re uv̄ dNx

Therefore the condition h(t∗) ≥ 0 implies that

‖u‖2
2 −

1

‖v‖2
2

(∫

Ω

Re uv̄ dNx

)2

≥ 0

The desired inequality follows from this one.
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Now it is dot difficult to verify the triangle inequality

‖u + v‖2
2 = ‖u‖2

2 + ‖v‖2
2 + 2

∫

Ω

Re uv̄ dNx

= ‖u‖2
2 + ‖v‖2

2 + 2‖u‖2‖v‖2 =
(

‖u‖2 + ‖v‖2

)2

Taking the square root of this inequality, the triangle inequelity is es-
tablished:

‖u + v‖2 ≤ ‖u‖2 + ‖v‖2 .

Thus, the space L2(Ω) is a normed space.

Space C0
2(Ω). Consider a collection of all continuous functions on Ω

that are also square integrable. This collection is denoted by

C0
2(Ω) = C0(Ω) ∩ L2(Ω)

This collection is closed relative to addition and multiplication by a
number and, hence, it is a linear manifold in the space of square inte-
grable functions. It is also a normed space as the subspace of L2(Ω).

Suppose that Ω is closed and bounded. Then a linear space C0(Ω)
is a subspace of L2(Ω) and also a subspace of bounded functions B(Ω):

C0(Ω) ⊂ L2(Ω) , C0(Ω) ⊂ B(Ω) .

Consequently, one can define two different norms on a space of con-
tinuous functions, the supremum and L2 norms. As is shown below,
properties of these normed spaces are quite different, despite that they
have identical elements.

48.3. Other examples of normed spaces.

Space lp. Consider a set of all complex sequences {un} ⊂ C with ele-
ments that have summable powers

∑

n

|un|p < ∞ , p ≥ 1

Put

‖u‖p =

(

∑

n

|un|p
) 1

p

One can show that the norm axioms are satisfied for ‖ · ‖p. The corre-
sponding norm space is denoted by lp.

The space l∞ consists of all bounded complex sequences:

sup
n

{|un|} < ∞
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It becomes a normed space if the norm is defined by

‖u‖∞ = sup
n

{|un|}

By the necessary condition for convergence of a series
∑ |un|p, the

sequence {u} must converge to 0

lim
n→∞

un = 0

Every convergent sequence in a complex plane is bounded:

|un| ≤ M < ∞
for all n. Hence every element of lp also belongs to l∞

lp ⊂ l∞ , p ≥ 1 .

By the comparison test the existence of ‖u‖1 implies the existence of
‖u‖p:

∑

n

|un| < ∞ ⇒
∑

n

|un|p < ∞

Indeed, since |un| → 0, one can say that |un| < 1 for all n > N for
some integer N so that for any p ≥ 1, |un|p < |un| for all n > N , and
the existence ‖u‖p follows from the comparison test. Therefore every
sequence of l1 also belongs to lp:

l1 ⊂ lp ⊂ l∞ , p ≥ 1 .

One can show that

lim
p→∞

‖u‖p = ‖u‖∞ , ∀u ∈ l1

This explains the notation l∞.

Space Lp(Ω). Consider a collection of functions whose power is Lebesgue
integrable on Ω:

∫

Ω

|u(x)|pdNx < ∞ , p ≥ 1

Just like in the case of space of L2(Ω), consider the equivalence classes
of such functions, the functions u and v are equivalent if u(x) = v(x)
almost everywhere. Then space of such equivalence classes become a
normed space if the norm is defined by

‖u‖p =

(∫

Ω

|u(x)|pdNx

)
1

p

One can show that the norm axioms are satisfied.
Let Ω be bounded and closed. Then any continuous function on

Ω is an Lp function and also a bounded function, that is, the space of
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continuous functions on a closed bounded region in a Euclidean space
is a subspace of both the space of bounded functions B(Ω) and Lp(Ω).
On this space of continuous functions, one can define either any of Lp

norms of the supremum norm. One can show that

lim
p→∞

‖u‖p = ‖u‖∞ = sup
Ω

|u(x)|

This explains the notation for the supremum norm.

48.4. Lebesgue spaces. A collection of all functions whose pth power is
Lebesgue integrable on Ω will be denoted by Lp(Ω):

f ∈ Lp(Ω) ⇔
∫

Ω

|f(x)|p dNx < ∞ , p ≥ 1

48.5. Hölder’s inequality. Suppose that

f ∈ Lp(Ω) , g ∈ Lq(Ω) ,
1

p
+

1

q
= 1 , p > 1 , q > 1 .

Then the product fg is Lebesgue integrable on Ω and2

∣

∣

∣

∫

Ω

f(x)g(x) dNx
∣

∣

∣ ≤
(
∫

Ω

|f(x)|p dNx

) 1

p
(
∫

Ω

|g(x)|q dNx

) 1

q

48.6. Lp(Ω) is a linear space. A collection of functions is a linear space
if any linear combination of its elements belongs to the collection.
Clearly, the function cf(x) belongs to Lp(Ω) for any constant c if f
is from Lp(Ω). Therefore, in order to verify if Lp(Ω) is a linear space,
it is sufficient to show that |f + g|p is integrable if |f |p and |g|p are
integrable. It was already shown that L is a linear space. For p > 1,
note that the function zp is convex for z > 0. Recall that a convex
positive function f(z), z > 0, has the following characteristic property

f(tz1 + (1 − t)z2) ≤ tf(z1) + (1 − t)f(z2) , 0 ≤ t ≤ 1 ,

which means that the secant line through any two points on the graph
of f(z) lies above the graph. In particular, putting t = 1

2
and f(z) = zp,

one infers from the above inequality that

(z1 + z2)
p ≤ 2p−1(zp

1 + zp
2)

Therefore

|f(x) + g(x)|p ≤
(

|f(x)| + |g(x)|
)p

≤ 2p−1
(

|f(x)|p + |g(x)|p
)

2A proof of Hölder’s inequality can be found in: F. Riesz and B. Sz.-Nagy,
Functional analysis, Sec. 21
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This implies that |f + g|p is integrable if |f |p and |g|p are integrable,
and Lp(Ω) is a linear space.

48.7. Minkowski inequality. Put

‖f‖p =

(∫

Ω

|f(x)|p dNx

)
1

p

for any function f ∈ Lp(Ω). Then

‖f + g‖p ≤ ‖f‖p + ‖g‖p

which is known as Minkowski’s inequality. It follows from Hölder’s
inequality which can be stated in the form

∣

∣

∣

∫

f(x)g(x) dNx
∣

∣

∣ ≤ ‖f‖p‖g‖q , q =
p

p − 1
.

Indeed, using Hölder’s inequality for the integral of products |f ||f +
g|p−1 and |g||f + g|p−1 one infers that

‖f + g‖p
p =

∫

Ω

∣

∣

∣f(x) + g(x)
∣

∣

∣

p

dNx

≤
∫

Ω

(

|f(x)| + |g(x)|
)∣

∣

∣
f(x) + g(x)

∣

∣

∣

p−1

dNx

≤
(

‖f‖p + ‖g‖p

)∥

∥

∥
|f + g|p−1

∥

∥

∥

q

=
(

‖f‖p + ‖g‖p

)

‖f + g‖p−1
p

Minkowski’s inequality follows from the latter inequality.

48.8. Topology on Lp(Ω). A sequence {fn} in Lp(Ω) is said to converge
to a function f ∈ Lp(Ω) if

lim
n→∞

‖f − fn‖p = 0

and in this case one writes

fn → f in Lp(Ω) as n → ∞
and says that the sequence {fn} converges to f in the Lp topology.
Suppose that fn → f and fn → g in Lp(Ω). Then it follows from
Minkowski’s inequality that

‖f − g‖p ≤ ‖f − fn‖p + ‖g − fn‖p

for any n. This implies that

‖f − g‖p = 0
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which, in turn, means that the functions f and g are equal almost
everywhere

f(x) = g(x) a.e.

but not identical. So, the limit function f can be altered on a set
of measure zero, and the resulting function function will also be a
limit function of the same sequence. The situation is quite different
from spaces Cp(Ω̄) where the topology guarantees the uniqueness of
the limit.

Let us take a function f from Lp and consider the set of functions
that are equal to f almost everywhere. Then the whole space Lp can
viewed as a collection of such sets. If f and g belongs to different sets,
that is, they are not equal almost everywhere, then ‖f − g‖p 6= 0 and
‖f − g‖p = 0 otherwise. So, one can define Lp as a space of equivalence
classes so that a function f(x) represents an element f ∈ Lp in the sense
that two elements f and g from Lp are equal if their representatives
are equal almost everywhere:

f = g in Lp if f(x) = g(x) a.e.

The terms of any convergent sequence {fn(x)} can be changed by
adding functions that are equal to zero almost everywhere, and the
resulting sequence would have the same elements in Lp if the latter
is defined as the space of equivalence classes. Note that this space
remains linear because the sum of two functions that are zero almost
everywhere is equal to zero almost everywhere. Thus, if Lp is defined as
the space of equivalence classes with respect to adding functions that
are zero almost everywhere, then the limit function of a convergent
sequence in Lp is unique.

Metric or distance in Lp. The space Lp(Ω) defined as the space of
equivalence classes can be converted into a metric space by defining
the distance function

d(f, g) = ‖f − g‖p

It satisfies the distance axioms. First, d(f, g) ≥ 0 and d(f, g) = 0 if
and only if f = g (which is true because f(x) = g(x) a.e.). The dis-
tance function is symmetric, d(f, g) = d(g, f), and satisfies the triangle
inequality,

d(f, g) ≤ d(f, h) + d(g, h)

which follows from Minkowski’s inequality.
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48.9. Space of square integrable functions L2. . In a real Euclidean space
one can define a distance by |x − y| and an angle between vectors via
the dot product

(x, y) =
∑

j

xjyj

so that

−1 ≤ (x, y)

|x||y| ≤ 1

by the Cauchy-Schwartz inequality. Owing to this property, the cosine
of the angle between x and y can be defined as the dot product of unit
vectors x/|x| and y/|y| parallel x and y respectively. In addition, the
dot product is a linear function in both x and y.

Among all spaces Lp, only the space of square integrable functions
L2 admits a dot or inner product with such properties:

〈f, g〉 =

∫

Ω

f(x)g(x) dNx

where f and g are real and belong to L2(Ω). By Hölder’s inequality
with p = q = 1

2

|〈f, g〉| ≤ ‖f‖2‖g‖2

so that the angle between two square integrable functions can be de-
fined as the root of the equation

cos(θ) =
〈f, g〉

‖f‖2‖g‖2
, 0 ≤ θ ≤ π ,

by the analogy with a real Euclidean space. In particular, f and g are
orthogonal if their inner product vanishes. For example, the functions
fn(x) = sin(πnx), where n = 1, 2, ..., are orthogonal in L2(−1, 1):

〈fn, fm〉 =

∫ 1

−1

sin(πnx) sin(πmx) dx = δnm

Orthogonal sets in L2 play a fundamental role in the Fourier anal-
ysis and quantum physics. It will be shown later that there are so
called complete orthogonal sets {φn} in L2 such any element f can be
expanded into a Fourier series

f(x) ∼
∞
∑

n=1

fnφn(x) , fn =
〈f, φn〉
‖φn‖2

2

that converges to f in the L2 topology (that is, almost everywhere):

lim
m→∞

∥

∥

∥f −
m
∑

n=1

fnφn

∥

∥

∥

2
= 0
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The Fourier series resembles the expansion of a vector in a Eu-
clidean space over an orthogonal basis. In this sense, the space of
square integrable functions is an infinite dimensional generalization of
a Euclidean space. The space L2 is a Hilbert space that is used in
quantum physics.

48.10. Complete normed spaces. A sequence {un} in a normed space X
is said to converge to u ∈ X if

lim
n→∞

‖u − un‖ = 0

In this case, one also writes

un → u in X

A sequence {u} ⊂ X is called a Cauchy sequence in X for any ε > one
can find an integer N such that

‖un − um‖ ≤ ε n ≥ N , m ≥ N

In other words, if the numbers ‖un − um‖ can be made arbitrary small
for large enough n and m and remains arbitrary small for all large
enough n and m, then {un} is a Cauchy sequence.

Euclidean spaces R
N (or C

N ) are normed spaces, and every Cauchy
sequence has a limit in them. This is no longer true for a general
normed space.

Proposition 48.3. Every convergent sequence in a normed space
is a Cauchy sequence. But the converse is false.

Let un → u in X. Fix ε > 0. Then there is an integer N such that

‖u − un‖ < ε , ∀n > N

Then for any n > N and m > N , by the triangle inequality

‖un − um‖ = ‖un − u + u − um‖ ≤ ‖u − un‖ + ‖u − um‖ < 2ε

Since ε is arbitrary, this implies that {un} is a Cauchy sequence. To
show that the converse is false, it is sufficient to give an example.

Consider the normed space X = C0
2 ([−1, 1]) ⊂ L2(−1, 1). Put

un(x) =
1

2
+

1

π
arctan(nx) ∈ C0

2([−1, 1])

This sequence of continuous functions has a pointwise limit

limun(x) = u(x) =







1
2

, x = 0

1
2

+ 1
2
sign(x) = θ(x) , x 6= 0
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where θ(x) is the step function. Note that u(x) is square integrable
but not continuous at x = 0. So, the limit function is not from X. Let
us show that {un} is a Cauchy sequence in X. Note that

|un(x) − u(x)| ≤ |un(x)| + |u(x)| ≤ 2

and a constant function is integrable on (−1, 1). Therefore by the
Lebesgue dominated convergence theorem

lim
n→∞

∫ 1

−1

|un(x)− u(x)|2dx =

∫ 1

−1

lim
n→∞

|un(x) − u(x)|2dx = 0

This means that un → u in L2(−1, 1) and, hence, {un} is a Cauchy se-
quence in L2(−1, 1). Since all un are continuous functions, the sequence
{un} is also a Cauchy sequence in the subspace C0

2([−1, 1]) ⊂ L2(−1, 1).
However, the sequence converges in L2(−1, 1) but has no limit in
C0

2([−1, 1]).
Thus, a limit point of a Cauchy sequence, if it exists, can be in a

larger space. A vague analogy can be made with limits of an open set
in a Euclidean space. A limit point of a Cauchy sequence in an open
set can lie in the boundary of the set.

Banach space. A normed space is called complete if every Cauchy se-
quence has a limit in it. A complete normed space is also called a
Banach space.

For example, the space of continuous square integrable function,
C0

2(Ω), is not a Banach space.

Proposition 48.4. The space of bounded functions with the supre-
mum norm is a Banach space

Let {un} ⊂ B(Ω) be a Cauchy sequence. Fix ε > 0. Then for any
x ∈ Ω one can find an integer N such that

|un(x) − um(x)| ≤ ‖un − um‖∞ < ε

for all n ≥ N and m ≥ N . This implies that the numerical sequence
{un(x)} is a Cauchy sequence for every x ∈ Ω. Therefore there exists
a function u(x) such that

lim
n→∞

un(x) = u(x)

In other words, the pointwise limit exists for any Cauchy sequence in
B(Ω).

Let us show that u ∈ B(Ω), that is, u(x) is bounded. Note that any
Cauchy sequence in a normed space is bounded. Indeed, put m = N
so that

‖uN − un‖ < ε , ∀n ≥ N
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Put

A = max
k=1,2,...,N

{‖uN − uk‖, ε}

Then
‖un‖ = ‖un − uN + uN‖ ≤ A + ‖uN‖ ≡ M < ∞

for all n. Therefore for any x ∈ Ω and all n

|un(x)| ≤ ‖un‖∞ ≤ M

By taking the limit

|u(x)| = lim
n→∞

|un(x)| ≤ M

for all x in Ω. Hence, u(x) is bounded, and u ∈ B(Ω).

Uniform convergence. The convergence with respect to the supremum
norm is also called a uniform convergence. A sequence of functions
un(x) is said to converge uniformly to a function u(x) if

lim
n→∞

sup |un(x)− u(x)| = 0

Theorem 48.1. The limit of a uniformly convergent sequence of
continuous functions is a continuous function.

Let u(x) be the pointwise limit of a sequence of bounded continuous
functions un(x),

lim
n→∞

un(x) = u(x)

Note that u(x) exists by the above analysis and

lim
n→∞

‖u− un‖∞ = 0

Let us show that for any x ∈ Ω

lim
y→x

u(y) = u(x)

Fix ε > 0. For any x ∈ Ω one can find an integer n (independent of x)
such that

|u(x)− un(x)| ≤ ‖u − un‖∞ < ε

because the sequence converges uniformly. For any x and y, one has

|u(x)− u(y)| ≤ |u(x)− un(x)| + |un(x)− un(y)|+ |u(y)− un(y)|
≤ 2ε + |un(x) − un(y)|

The function un(x) is continuous at any point in Ω. Therefore there
exists δ > 0 such that

|un(x)− un(y)| < ε , whenever |x − y| < δ



48. BANACH SPACES 627

This implies that

|u(x)− u(y)| < 3ε , whenever |x − y| < δ

or u(x) is continuous at any point in Ω.
The theorem about uniform convergence and continuity implies that

the subspace of continuous functions in the space of bounded functions,
C0(Ω) ∩ B(Ω) is complete.

48.11. Series in the space of bounded continuous functions.

Theorem 48.2. Let {un} ⊂ C0(Ω) be a sequence of continuous
functions on Ω ⊂ RN that are bounded, and the series of bounds con-
verges:

|un(x)| ≤ Mn ,
∑

n

Mn < ∞

Then the series
∑

un(x) converges to a continuous function on Ω:

u(x) =
∑

n

un(x) ∈ C0(Ω)

Let

vn(x) =

n
∑

k=1

uk(x) ∈ C0(Ω)

be a sequence of partial sums of the functional series, and

sn =
n
∑

k=1

Mk

be a sequence of partial sums of the series of the bounds. Since {sn}
converges by the hypothesis, it is a Cauchy sequence. For every x ∈ Ω,
{vn(x)} is also a Cauchy sequence. Indeed, let n > m so that

|vn(x) − vm(x)| ≤ |un(x)| + |un−1(x) + · · · + |um+1(x)|
≤ Mn + Mn−1 + · · · + Mm+1 = |sn − sm|

This shows that |vn(x)−vm(x)| can be made arbitrary small for all suf-
ficiently large n and m because {sn} is a Cauchy sequence. Therefore,
the functional series converges for any x. Put

u(x) =
∑

n

un(x) , lim
n→∞

vn(x) = u(x) , x ∈ Ω

It follows that for any x ∈ Ω

|u(x)− vn(x)| ≤
∞
∑

k=n+1

Mn ≡ Rn
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and, hence, by taking the supremum

sup
Ω

|u(x)− vn(x)| = ‖u − vn‖∞ ≤ Rn

Since the series of the bounds converges, Rn → 0 as n → ∞, and
therefore vn converges to u uniformly on Ω. By the completeness of
the space C0(Ω) ∩ B(Ω), the limit function is continuous because the
terms of the sequence are continuous.

48.12. Other examples of Banach spaces. Consider a linear space C1[a, b]
of all continuously differentiable functions on an interval [a, b]. Define
the norm on it as the sum of supremum norms of the function and its
derivative:

‖u‖C1 = ‖u‖∞ + ‖u′‖∞
This is a Banach space. Let {un} be a Cauchy sequence in C1[a, b].
Then it is also a Cauchy sequence with respect to the supremum norm
because

‖u‖∞ ≤ ‖u‖C1

Therefore it converges to some continuous function u ∈ C0[a, b]. The
sequence of derivatives {u′

n} is also a Cauchy sequence with respect to
the supremum norm (replace u by u′ in the above inequality). Therefore
it converges to a continuous function v ∈ C0[a, b]. By the fundamental
theorem of Calculus

∫ x

a

u′
n(y) dy = un(x) − un(a) , a ≤ x ≤ b .

Since every convergent sequence is bounded, |u′
n(y)| ≤ ‖u′

n‖∞ ≤ M for
all n, and a constant function is integrable on [a, b], it is concluded by
the Lebesgue dominated convergence theorem that

lim
n→∞

∫ x

a

u′
n(y) dy =

∫ x

a

lim
n→∞

u′
n(y) dy =

∫ x

a

v(y) dy = u(x)− u(a)

Since v is continuous, by the fundamental theorem of Calculus, v is
continuously differentiable on [a, b] and

v(x) = u′(x)

The space Cp[a, b]. Put

‖u‖Cp = ‖u‖∞ + ‖u′‖∞ + · · · + ‖u(p)‖∞
It is not difficult to verify that Cp[a, b] equipped with this norm is a
normed space. It is also a Banach space. A proof follows the same line
of reasonings as in the case of p = 1 applied inductively.
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The space Cp(Ω). Let Ω be closed and bounded in RN . Put

‖u‖Cp = ‖u‖∞ + ‖Du‖∞ + · · · + ‖Dpu‖∞
where

‖Dα‖∞ = max
j1,j2,...,jα

sup
∣

∣

∣

∂αu

∂xj1 · · · ∂xjα

∣

∣

∣

Then Cp(Ω) is a Banach space. If {un} is a Cauchy sequence, then
it is also a Cauchy sequence with respect to the supremum norm and,
hence, it converges uniformly to a continuous function u ∈ C0(Ω). The
sequence of the gradients {∇un} also converges uniformly on Ω to some
continuous vector field F ∈ C0(Ω). Let C be a smooth curve in Ω going
from a point A to a point B in Ω. Then by the fundamental theorem
for line integrals

∫

C

(∇un(x), dx) = un(B)− un(A)

The sequence of the gradients is bounded as it converges so that |∇un| ≤
N‖Dun‖∞ ≤ M and a constant function is integrable on any smooth
curve (of a finite length). Therefore by the Lebesgue dominated con-
vergence theorem

lim
n→∞

∫

C

(∇un(x), dx) =

∫

C

lim
n→∞

(∇un(x), dx)

=

∫

C

(F (x), dx) = u(B)− u(A)

This shows that the line integral of the vector field F is independent
of C . Therefore F is conservative and its potential is u(x), that is,
F = ∇u. The argument can be repeated for every component of the
gradient ∇un to show that D2un converges to D2u, etc.

Spaces Lp(Ω) and lp. The space lp consists of all complex sequences
u = {an}∞1 with summable pth powers of terms:

∞
∑

n=1

|an|p < ∞ , p ≥ 1

The norm is defined by

‖u‖lp =
(

∞
∑

n=1

|an|p
) 1

p
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Similarly, the space Lp(Ω) consists of all complex valued function whose
pth power is integrable

∫

Ω

|u(x)|p dnx < ∞ , p ≥ 1 .

and the Lp−norm is defined by

‖u‖p =
(

∫

Ω

|u(x)|p dnx
)1

p

.

One can show that these space are Banach spaces. The case p = 2 will
be discussed later in detail (in the framework of Hilbert spaces).
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49. Contraction principle

49.1. Transformations or operators. Let S be a subset of a normed space
X. A transformation T is a mapping of S into X, that is, it is a rule
that assigns a unique element Tu ∈ X to every element u ∈ S. One
can also define transformations (or operators) that map one normed
space X to another normed space Y .

Continuous transformations. A transformation T is said to be contin-
uous at u ∈ S if for any sequence {un} that converges to u in S, the
image sequence {Tun} converges to Tu in X:

lim
n→∞

‖un − u‖ = 0 ⇒ lim
n→∞

‖Tun − Tu‖ = 0

If the transformation is continuous at every element in S, then the
transformation is called continuous on S.

Lipschitz continuous transformations. A transformation T is called Lip-
schitz continuous on S if there exists a number ρ such that

‖Tu− Tv‖ ≤ ρ‖u − v‖ , u, v ∈ S

and ρ is independent of u and v. Clearly, a Lipschitz continuous trans-
formation is continuous on S, but the converse is not true. So, the
Lipschitz continuity is a stronger condition on transformations than
the continuity.

Contractions. If a transformation T is Lipschitz continuous on S and,
in addition, ρ < 1, then T is called a contraction. Note that that
the norm defines a natural distance d(u, v) = ‖u − v‖. A contraction
reduces the distance between elements:

d(Tu, T v) ≤ ρd(u, v) < d(u, v)

An element u is called a fixed point of a transformation T if

Tu = u

Let S = X = R and ‖u‖ = |u|. Put

T1u = u , T2u =
1

2
u , T3u = |u| , T4u =

√

|u|

Then all of these transformations are continuous. The transformations
T1,2,3 are also Lipschitz continuous, while T4 is not Lipschitz continuous.
Only T2 is a contraction.
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Closed sets in a Banach space. A set in a normed space is said to be
closed if every Cauchy sequence in it converges to an element in the set.
For example, the set of continuous bounded functions in the space of
all bounded functions is closed in this space. However, a closed set in
a Banach space is not generally a linear subspace because a closed set
may not be closed under the addition of its elements and multiplication
of them by a number.

Let Sm,M denote a set of all continuous functions on a region Ω in
a Euclidean space whose values lie between m and M :

m ≤ u(x) ≤ M , x ∈ Ω

This is a subset in the Banach space of bounded functions, B(Ω), but
it is not a linear subspace. For example, if u belongs to Sm,M , then
v(x) = 2u(x) does not belong to it. However, Sm,M is closed in B(Ω).

Let {un} be a Cauchy sequence in Sm,M . Then by completeness
of B(Ω) there exists a bounded function u(x) to which the sequence
converges uniformly

lim
n→∞

‖u− un‖∞ = 0

Since un are continuous, the limit function u is also continuous by the
uniform convergence of the sequence. Let us show that u(x) ≤ M .
Suppose that there exists y ∈ Ω such that u(y) > M . Then it follows
from the inequality

un(y) ≤ M < u(y)

that for all n

0 < u(y)− M = u(y)− un(y) + un(y) − M ≤ u(y)− un(y)

≤ ‖u − un‖∞
This inequality implies that ‖u − un‖ is strictly positive for all n and,
hence, there is a positive number α = u(y)− M > 0 such that

0 < α ≤ ‖u − un‖∞
for all n. But the right side of this inequality can be made arbitrary
small (e.g., smaller than α). This contradiction implies that no such y
exists and therefore u(x) ≤ M .

Let us show that m ≤ u(x). Suppose that u(y) < m for some y.
Then

u(y) < m ≤ un(y)

and, hence, for all n

0 < m − u(y) ≤ un(y)− u(y) ≤ ‖un − u‖∞
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As in the previous case, this leads to a contradiction because ‖u− un‖
can be made smaller than m − u(y) > 0 and, hence, u(x) ≥ m for any
x. Thus, Sm,M is a closed set in B(Ω).

49.2. Contraction mapping theorem.

Theorem 49.1. Let S be a closed set in a Banach space B. Let
a transformation T : S → S be a contraction. Then T has a unique
fixed point in S, for any u0 ∈ S, the sequence un = T nu0 converges to
the fixed point.

Uniqueness of the fixed point. Let us show first that if a fixed point
exists, then it is unique. Let u and v be fixed points of T , that is,

Tu = u , T v = v

By the hypotheses, there exists ρ < 1 such that

‖u − v‖ = ‖Tu− Tv‖ ≤ ρ‖u − v‖
which is impossible unless ‖u − v‖ = 0 or u = v. Thus, the fixed is
unique if it exists.

Existence of a fixed point. The idea is to show that un = T nu0 is
a Cauchy sequence. Then by completeness of the set S, any Cauchy
sequence has a limit in S. Fix u0 ∈ S. Then

‖un+1 − un‖ = ‖Tun − Tun−1‖ ≤ ρ‖un − un−1‖ ≤ ρ2‖un−1 − un−2‖
≤ ρn‖u1 − u0‖

For any integer n > m, the following chain inequalities holds

‖un − um‖ = ‖(un − un−1) + (un−1 − un−2) + · · · + (um+1 − um)‖
≤ ‖un − un−1‖ + ‖un−1 − un−2‖ + · · · + ‖um+1 − um)‖
≤ (ρn−1 + ρn−2 + · · · + ρm)‖u1 − u0‖
= ρm(1 + ρ + · · · + ρn−1−m)‖u1 − u0‖

≤ ρm
(

∞
∑

k=0

ρk
)

‖u1 − u0‖

≤ ρm

1 − ρ
‖u1 − u0‖

Since ρ < 1, ρm → 0 as m → ∞, and the distance ‖un − um‖ can be
made arbitrary small for all n and m that are large enough. This means
that un = T nu0 is a Cauchy sequence for any choice of u0. Therefore
by completeness of the Banach space B, there exists u ∈ B such that
T nu0 → u in B. But S is closed, and, hence, u ∈ S.
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Fixed point as the limit point. Since T is a contraction on S, it is
also continuous on S. By continuity of T ,

un → u in S ⇒ Tun → Tu in S

Taking the limit n → ∞ in the recurrence relation un+1 = Tun, it is
concluded that the limit point is also the fixed point of T :

un+1 → u
Tun → Tu

}

⇒ u = Tu

49.3. An extension of the contraction mapping theorem. It turns out that
the conditions under which a transformation has a fixed point can be
relaxed. It is sufficient that some power of the transformation is a
contraction. This extension of the contraction mapping theorem is
useful in applications.

Theorem 49.2. Let S be closed in a Banach space B. Let T : S →
S ⊂ B be a transformation such that its power A = T n is a contraction
for some positive integer n. Then T has a unique fixed point u ∈ S,
and for any u0 ∈ S, Amu0 → u as m → ∞.

First, note that A has a unique fixed point in S, and for any u0 ∈ S,

Amu0 → u , Au = u

Having found the fixed point u of A, put u0 = Tu. Then

Amu0 = AmTu0 = TAmu0 = Tu

for all integers m. Therefore by taking the limit m → ∞ in this relation,
it is concluded that u is also a limit point of T :

Tu = lim
m→∞

Amu0 = u

Conversely, if u is a fixed point of T , then it is also a fixed point of A
because

Tu = u ⇒ Au = T mu = u

Thus, T and A have the same fixed points. But A has just one fixed
point and, hence, T must have a unique fixed point.

Suppose that n = 2. Consider the sequence T ku0, k = 0, 1, ..., for
some u0. Then the subsequence T 2mu0 = Amu0 converges to the fixed
point u. The other subsequence T 2m+1u0 = AmTu0 also converges to
the fixed point u because Amu0 converges to u for any choice of u0.
The argument can extended to any n (the sequence T ku0 is the union
of sequences Amvp where vp = T pu0, p = 0, 1, ..., n− 1). So, if a power
of T is a contraction, then its fixed point can still be found as the limit
of the sequence T ku0.
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50. Non-linear Volterra integral equation

50.1. Volterra integral operator. Consider a space C0([a, b]) of all con-
tinuous functions on an interval [a, b]. It is a Banach space with respect
to the supremum norm because continuous functions attain its extreme
values on closed and bounded sets in Euclidean spaces. Define a trans-
formation or an operator on this space by

K̂u(x) =

∫ x

a

K(x, y, u(y)) dy

The kernel K(x, y, z) is required to be Lipschitz continuous in the vari-
able z

|K(x, y, z1) − K(x, y, z2)| ≤ M(x, y)|z1 − z2|
where the function M(x, y) is continuous in the rectangle [a, b]× [a, b].
So, for any z ∈ R, K(x, y, z) is continuous in [a, b]× [a, b]. The operator

K̂ is called a non-linear Volterra integral operator. If K(x, y, z) =
M(x, y)z, then the Volterra operator is linear.

The integral equation

u = K̂u + f

where f is a continuous function on [a, b], is called the Volterra equation.

50.2. Properties of the Volterra operator. The Volterra operator maps
a continuous function into a continuous function

K̂ : C0([a, b]) → C0([a, b])

and

|K̂u(x)− K̂v(x)| ≤ m0(x − a)‖u− v‖∞ , m0 = maxM(x, y) ,

The Volterra operator is Lipschitz continuous:

‖K̂u − K̂v‖∞ ≤ ρ‖u− v‖∞ ,

where

ρ = max
[a,b]

∫ x

a

M(x, y) dy ≤ m0(b − a) .

The continuity of K̂u(x) follows from continuity of the Lebesgue
integral

lim
x→x0

K̂u(x) = lim
x→x0

∫ x

a

K(x, y, u(y)) dy = lim
x→x0

∫ x0

a

K(x, y, u(y)) dy
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and continuity of the kernel. Since K(x, y, u(y)) is continuous on [a, b]×
[a, b] for any continuous u(y), it is bounded by a constant

|K(x, y, u(y)| ≤ K0 = max
[a,b]×[a,b]

|K(x, y, u(y))|

and a constant function K0 (independent of x) is integrable on any
bounded interval. By the Lebesgue dominated convergence theorem,
the limit can be moved into the integral

lim
x→x0

∫ x0

a

K(x, y, u(y)) dy =

∫ x0

a

K(x0, y, u(y)) dy = K̂u(x0)

This K̂u(x) is continuous on [a, b].
Next, by the Lipschitz continuity of the kernel

|K̂u(x)− K̂v(x)| ≤
∫ x

a

M(x, y)|u(y)− v(y)| dy

≤ ‖u − v‖∞
∫ x

a

M(x, y) dy

≤ ‖u − v‖∞m0

∫ x

a

dy

= m0(x − a)‖u− v‖∞
The right-hand side of the second inequality reaches its maximal value
on a closed and bounded interval [a, b] because it is a continuous func-
tion. Therefore for all x ∈ [a, b]:

|K̂u(x)− K̂v(x)| ≤ ρ‖u − v‖∞
where

ρ = max
[a,b]

∫ x

a

M(x, y) dy ≤ m0 max
[a,b]

∫ x

a

dy = m0(b − a)

Taking the maximum of the left-hand side (which exists by continuity

of K̂u(x) for any continuous u(x)), it is concluded that the Volterra
operator is Lipschitz continuous:

‖K̂u − K̂v‖∞ ≤ ρ‖u − v‖∞

50.3. Solving the Volterra equation. Consider the transformation on the
space of continuous functions C0([a, b]) defined by the rule

Tu(x) = K̂u(x) + f(x) , f ∈ C0([a, b])

By properties of the Volterra operator, the transformation maps the
Banach space C0([a, b]) into itself and is Lipschitz continuous

‖Tu− Tv‖∞ = ‖K̂u − K̂v‖∞ ≤ ρ‖u − v‖∞
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Then a solution to the Volterra equation is a fixed point of the trans-
formation T . If T or its power A = T p is a contraction, then by the
contraction mapping theorem, T has a unique fixed point that is the
limit of the sequence Anu0 for some continuous u0.

Let us show that A = T p is a contraction for some large enough p.
By properties of the Volterra operator

|Tu(x)− Tv(x)| = |K̂u(x)− K̂v(x)| ≤ m0(x − a)‖u− v‖∞
It follows from this inequality and the Lipschitz continuity of the kernel
K(x, y, z) in the variable z that

|T 2u(x)− T 2v(x)| = |T (Tu)(x)− T (Tv)(x)|
= |K̂(Tu)(x)− K̂(Tv)(x)|

≤
∫ x

a

|K(x, y, Tu(y))− K(x, y, T v(y)| dy

≤ m0

∫ x

a

|Tu(y)− Tv(y)| dy

≤ m0‖u − v‖∞
∫ x

a

(y − a) dy

≤ m0(x − a)2

2
‖u − v‖∞

Using the process, it is not difficult to show by mathematical induction
that

|T nu(x) − T nv(x)| ≤ m0(x − a)n

n!
‖u − v‖∞

Indeed, if the above inequality is true, then it is true for n + 1:

|T n+1u(x) − T n+1v(x)| ≤
∫ x

a

|K(x, y, T nu(y))− K(x, y, T nv(y)| dy

≤ m0

∫ x

a

|T nu(y) − T nv(y)| dy

≤ m0‖u − v‖∞
∫ x

a

(y − a)n

n!
dy

≤ m0(x − a)n+1

(n + 1)!
‖u − v‖∞

Therefore for all x ∈ [a, b]

|T nu(x)− T nv(x)| ≤ m0(b− a)n

n!
‖u− v‖∞
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Taking the maximum in the right-hand side, one infers that

‖T nu − T nv‖ ≤ ρn‖u− v‖∞ , ρn =
m0(b − a)n

n!
The factorial grows faster than exponential so that

lim
n→∞

ρn = 0

Therefore there is an integer p such that

ρp =
m0(b − a)p

p!
< 1

and the transformation A = T p is a contraction.

Solving the Volterra equation. By the extended contraction principle
the sequence of continuous functions

un(x) = T nf(x)

converges to a function u(x)

lim
n→∞

un(x) = u(x) , x ∈ [a, b] ,

the convergence is uniform on [a, b]:

lim
n→∞

‖un − u‖∞ = 0

and the limit function is the unique solution to the Volterra equation.

50.4. Applications to Cauchy problems. Consider the integral equation
equivalent to the Cauchy problem for the wave equation discussed in
Section 45.3

u(x, t) = v(x, t) +
λ

4πc2

∫

|y−x|<ct

F (u(y, t− |x−y|
c

), y, t − |x−y|
c

)

|x − y| d3y ,

where v(x, t) is continuous and has a bounded support (this is possible
if the initial data have bounded supports by the Huygens principle).
Suppose that the function F (z, x, t) is Lipschitz continuous in the vari-
able z:

|F (z1, x, t)− F (z2, x, t)| ≤ ν(x, t)|z1 − z2|
where ν(x, t) is a continuous and bounded function

ν(x, t) ≤ ν0 , x ∈ R
3 , t ≥ 0 .
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51. Non-linear boundary value problems

51.1. Fredholm integral equation. Consider an operator K̂ acting on the
space of continuous functions, C0(Ω̄) where Ω is open and bounded in
R

N , by the rule

K̂u(x) =

∫

Ω

K(x, y, u(y)) dNy

In addition, the kernel K(x, y, z) satisfies the same conditions as the
Volterra kernel. It is Lipschitz continuous in the variable z ∈ R:

|K(x, y, z1) − K(x, y, z2)| ≤ M(x, y)|z1 − z2| , M ∈ C0(Ω̄ × Ω̄)

and for every z, K(x, y, z) is continuous in Ω̄ × Ω̄. Then

K̂ : C0(Ω̄) → C0(Ω̄)

It follows from continuity of K(x, y, z) in the variable x. The equation

u = K̂u + f

where f is a continuous function on Ω̄, is called a Fredholm integral
equation.

The transformation

Tu(x) = K̂u(x) + f(x)

is Lipschitz continuous in C0(Ω̄). Indeed, for any x ∈ Ω̄, one infers
that

|Tu(x)− Tv(x)| ≤
∫

Ω

M(x, y)|u(y)− v(y)| dNy

≤
∫

Ω

M(x, y) dNy ‖u− v‖∞

≤ ρ‖u− v‖∞
ρ = sup

Ω

∫

Ω

M(x, y) dNy

By taking the supremum in the left-hand side,

‖Tu− Tv‖∞ ≤ ρ‖u − v‖∞
If ρ < 1, then T is a contraction, and the Fredholm equation has a
unique solution that is the fixed point of T . It turns out that Fredholm
equations can be used to analyze and solve boundary value problems
for non-linear (partial) differential equations as is shown below.
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51.2. Sturm-Liouville operator. The Sturm-Liouville operator in an in-
terval (a, b) is defined by the following rule

Lu(x) = −
(

p(x)u′(x)
)′

+ q(x)u(x) , a < x < b ,

where the function p(x) and q(x) have the properties

p ∈ C1[a, b] , q ∈ C0[a, b] , p(x) > 0 , q(x) ≥ 0 .

It is further assumed that the functions on which the operator acts
have the derivative that is continuously extendable to the endpoint of
the interval:

u ∈ C2(a, b) ∩ C1([a, b])

Define the boundary operators Ba and Bb by the rule

Ba(u) = αau(a)− βau
′(a) = 0 , Bb(u) = αbu(b) + βbu

′(b) = 0

where the numerical parameters satisfy the conditions

αj ≥ 0 , βj ≥ 0 , αj + βj > 0 , j = a, b

This condition states that αj and βj, j = a, b, are non-negative but
cannot be zero simultaneously.

Boundary value problem for the Sturm-Liouville equation. Consider the
following boundary value problem

Lu(x) = g(x) , x ∈ (a, b) , f ∈ C0([a, b])

Ba(u) = γa , Bb(u) = γb

This problem can be solved by the Green’s function method.

Properties of the Sturm-Liouville operator. A homogeneous Sturm-Liouville
equation, Lu = 0, has two linearly independent solutions as any second
order differential equation (note that p(x) does not vanish anywhere in
[a, b]. If u1 and u2 are two linearly independent solutions, then their
Wronskian does not vanish in [a, b]:

W (x) = u1(x)u′
2(x)− u′

1(x)u2(x) 6= 0 , x ∈ [a, b]

Theorem 51.1. (Liouville-Ostrogradsky theorem)
Let L be a Sturm-Liouville operator in (a, b). Then for any two func-
tions annihilated by L, the Wronskian does not vanish anywhere if it is
not equal to zero at an endpoint of the interval, and

p(x)W (x) = p(a)W (a)
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Let Lu1 = 0 and Lu2 = 0. Then

W ′(x) = u1(x)u′′
2(x) − u2(x)u′′

1(x) = −p′(x)W (x)

p(x)

where the second derivative was expressed in terms of the derivatives
and functions using the equation Lu1,2 = 0. It follows from the ob-
tained relation that

p′(x)W (x) + p(x)W ′(x) = 0 ⇒ p(x)W (x) = const

or

p(x)W (x) = p(a)W (a)

and W (x) 6= 0 if and only if W (a) 6= 0 because p(x) > 0.

Proposition 51.1. The homogeneous boundary value problem

Lu = 0 , Ba(u) = 0 , Bb(u) = 0

has a non-trivial solution if and only if q(x) = 0 and αa = αb = 0, and
in this case, u(x) is a constant.

Let u(x) be a non-trivial solution to the stated boundary value
problem. Then by integration by parts

0 =

∫ b

a

u(x)Lu(x) dx

= u(a)p(a)u′(a)− u(b)p(b)u′(b)

+

∫ b

a

p(x)
(

u′(x)
)2

dx +

∫ b

a

q(x)u2(x) dx

The boundary term is non-negative. Indeed, using the boundary con-
ditions

u(a)p(a)u′(a) =

{

βa

αa
p(a)(u′(a))2 , αa 6= 0

0 , αa = 0
≥ 0

and similarly

−u(b)p(b)u′(b) =

{

βb

αb
p(b)(u′(b))2 , αb 6= 0

0 , αb = 0
≥ 0

Thus, the boundary term is non-negative and vanishes only if αa =
αb = 0 for a non-zero u(x). The integral terms are also non-negative
and must vanish independently

∫ b

a

q(x)u2(x) dx = 0 ⇒ q(x) = 0
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if u(x) is continuous and u(x) 6= 0. Similarly,
∫ b

a

p(x)
(

u′(x)
)2

dx = 0 ⇒ u′(x) = 0

because p(x) > 0. Thus, u(x) must be a constant function.
Conversely, let αa = αb = 0 and q = 0. Then the boundary value

problem
Lu = 0 , u′(a) = u′(b) = 0

has only a constant solution. Indeed, integrating the equation with
q = 0, one infers that

p(x)u′(x) = C

for some constant C . Since p(a) 6= 0 and u′(a) = 0, it is concluded that
C = 0 and, hence, u′(x) = 0 and only a constant solution is possible.

Proposition 51.2. The initial value problem

Lu = 0 , u(a) = u′(a) = 0

has only the trivial solution u(x) = 0

If u1(x) and u2(x) are linearly independent solutions to Lu = 0,
then a general solution is a linear combination u = c1u1 + c2u2. The
initial conditions yield a linear system for the constants c1,2:

c1u1(a) + c2u2(a) = 0 , c1u
′
1(a) + c2u

′
2(a) = 0

A homogeneous linear system has a non-trivial solution if and only if
the determinant of its matrix is equal to zero, but this determinant is
the Wronskian

W (a) = u1(a)u′
2(a) − u′

1(a)u2(a) 6= 0

that is not zero as u1 and u2 are linearly independent by the Liouville-
Ostrogradsky theorem. Thus c1 = c2 = 0 and u(x) = 0.

Proposition 51.3. Let ua and ub be solutions to Lu = 0 such that
ua satisfies the left boundary condition, Ba(ua) = 0 and ub satisfies
the right boundary condition Bb(ub) = 0. Then ua and ub are linearly
independent solutions to Lu = 0.

By the Liouville-Ostrogradsky theorem, ua and ub are linearly de-
pendent if and only if their Wronskian vanishes at x = a. The con-
ditions Ba(ua) = 0 and W (a) = 0 give a linear system for ua(a) and
u′

a(a):

Ba(ua) = αaua(a) − βau
′
a(a) = 0

W (a) = ua(a)u′
b(a)− u′

a(a)ub(a) = 0
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The system must have a non-trivial solution because otherwise ua(x) =
0 because ua(a) = u′

a(a) = 0. Therefore the determinant of the matrix
of this system should vanish giving a conditions on ub(a) and u′

b(a):

Ba(ub) = αaub(a) − βau
′
b(a) = 0

But the boundary value problem with Ba(ub) = Bb(ub) = 0 can only
have a trivial solution ub(x) = 0. Hence, W (a) 6= 0.

51.3. Solving the boundary value problem. Suppose that either αa 6= 0,
or αb 6= 0, or q(x) 6= 0. A solution to the boundary value problem is
sought as the sum

u(x) = u0(x) + up(x)

where u0 is the solution to the associate homogeneous problem

Lu0 = 0 , Ba(u0) = γa , Bb(u0) = γb

and up is a solution to the non-homogeneous problem with trivial
boundary conditions

Lup = g , Ba(up) = Bb(up) = 0

By linearity of the Sturm-Liouville operator and the boundary condi-
tions, u satisfies the equation

Lu = L(u0 + up) = Lu0 + Lup = g

and the boundary conditions

Bj(u0 + up) = Bj(u0) + Bj(up) = γj , j = a, b

The associate homogeneous problem. A solution to the homogeneous
problem is sought in the form

u0(x) = caua(x) + cbub(x)

where ua and ub are linearly independent solutions such that Ba(ua) = 0
and Bb(ub) = 0. By linearity of Ba,b:

γa = Ba(u0) = caBa(ua) + cbBa(ub) = ccBa(ub) ⇒ cb =
γa

Ba(ub)

γb = Bb(u0) = caBb(ua) + cbBb(ub) = caBb(ua) ⇒ ca =
γb

Bb(ua)

Note that Ba(ub) 6= 0 and Bb(ua) 6= 0 as is shown above. Thus, the
associate homogeneous problem has a unique solution:

u0(x) =
γb

Bb(ua)
ua(x) +

γa

Ba(ub)
ub(x)
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The associated non-homogeneous problem. A solution is obtained by the
method of variation of parameters. It is sought in the form

up(x) = va(x)ua(x) + vb(x)ub(x)

where the unknown functions va,b are subject to an additional condition

v′
a(x)ua(x) + v′

b(x)ub(x) = 0

Taking this condition into account, the boundary conditions require
that

Ba(up) = va(a)Ba(ua) + vb(a)Ba(ub) = vb(a)Ba(ub) = 0

⇒ vb(a) = 0

Bb(up) = va(b)Bb(ua) + vb(b)Bb(ub) = va(b)Bb(ua) = 0

⇒ va(b) = 0

The substitution of up into the equation yields

Lup = vaLua + vbLub − p(v′
au

′
a + v′

bu
′
b) = −p(v′

au
′
a + v′

bu
′
b) = g

Since p(x) 6= 0, this yields a second equation for the derivatives of the
unknown functions

v′
a(x)u′

a(x) + v′
b(x)u′

b(x) = −g(x)

p(x)

The system has a unique solution because the determinant of the ma-
trix of the system is the Wronskian

W (x) = ua(x)u′
b(x) − u′

a(x)ub(x) 6= 0

Therefore the unknown functions are solutions to the initial value prob-
lems

v′
a(x) =

g(x)ub(x)

p(x)W (x)
=

g(x)ub(x)

p(a)W (a)
, va(b) = 0 ,

v′
b(x) = − g(x)ua(x)

p(x)W (x)
= −g(x)ua(x)

p(a)W (a)
, vb(a) = 0

so that

va(x) = − 1

p(a)W (a)

∫ b

x

ub(y)g(y) dy

vb(x) = − 1

p(a)W (a)

∫ x

a

ua(y)g(y) dy



51. NON-LINEAR BOUNDARY VALUE PROBLEMS 645

The solution can written in the form

up(x) =

∫ b

a

G(x, y)g(y) dy ,

G(x, y) = − 1

p(a)W (a)

{

ua(x)ub(y) , a ≤ x ≤ y
ub(x)ua(y) , y ≤ x ≤ b

The function G(x, y) is the Green’s function for the Sturm-Liouville
operator.

Properties of the Green’s function. By construction, for any given y ∈
(a, b), G(x, y) is twice continuously differentiable in x and satisfies the
homogeneous Sturm-Liouville equation:

LxG(x, y) = 0 , x 6= y

and the zero boundary conditions in the variable x

Bax(G(x, y)) = Bbx(G(x, y)) = 0 , y ∈ (a, b)

because Lua = 0, Ba(ua) = 0 and Lub = 0, Bb(ub) = 0. It is also
continuous in [a, b] × [a, b]. However, the classical derivative with re-
spect to x does not exist at x = y, where the derivative has a jump
discontinuity

lim
x→y−

p(x)DxG(x, y) = −u′
a(y)ub(y)

p(a)W (a)
p(y)

lim
x→y+

p(x)DxG(x, y) = −u′
b(y)ua(y)

p(a)W (a)
p(y)

so that the discontinuity jump is

discx=yp(x)DxG(x, y) = −p(y)W (y)

p(a)W (a)
= −1

by the Liuoville-Ostrogradsky theorem. Therefore the distributional
derivative of p(x)DxG(x, y) is given by

Dx

(

p(x)DxG(x, y)
)

= −δ(x− y) +
{

Dx

(

p(x)DxG(x, y)
)}

where {Df} stands for the classical derivative wherever it exists. There-
fore G(x, y) is the fundamental solution for the Sturm-Liouville opera-
tor

LxG(x, y) = δ(x− y) + {LxG(x, y)} = δ(x− y) , a < y < b ,

that satisfies the boundary conditions

αaG(a, y) − βaG
′
x(a, y) = 0 , αbG(b, y) + βbG

′
x(b, y) = 0
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Remark. If αa = αb = 0 and q(x) = 0, then the problem does not have
solution for a generic g. In this case, the boundary conditions are

u′
p(a) = u′

p(b) = 0

If up(x) is a solution, then
∫ b

a

g(x) dx =

∫ n

a

Lup(x) dx = −
∫ b

a

(p(x)u′
p(x))′ dx

= −p(x)u′
p(x)

∣

∣

∣

b

a

= 0

by the boundary conditions. The vanishing integral of g is a neces-
sary condition for the solution to exist in this case. If g satisfies this
condition, then the solution exists and can still be written in the form

up(x) = c +

∫ b

a

G0(x, y)g(y) dy

where c is a constant and the Green’s function G0(x, y) can be obtained
by integrating the equation

−(p(x)u′
p(x))′ = g(x)

and using the boundary conditions. It is a fundamental solution for the
Sturm-Liouville operator with appropriate boundary conditions The
details are left to the reader as an exercise.

51.4. Non-linear Sturm-Liouville problem. Let the inhomogeneity in the
Sturm-Liouville problem also depend non-linearly on the unknown func-
tion u:

Lu(x) = λf(x, u(x)) , x ∈ (a, b)

where λ is a numerical parameter, and the boundary conditions remain
the same as before. Suppose that u ∈ C2(a, b) ∩ C1[a, b] is a solution
to the non-linear Sturm-Liouville problem. Then it is a solution to the
Fredholm equation

u(x) = u0(x) + λ

∫ b

a

G(x, y)f(y, u(y)) dy = Tu(x)

where G(x, y) is the Green’s function for the Sturm-Liuoville operator.
Conversely, by the properties of u0 and G(x, y), the function Tu(x) is
continuous on [a, b] for any continuous u. Thus,

T : C0[a, b] → C0[a, b] .
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Suppose that u is a fixed point of T (a solution to the integral Fredholm
equation). Using the explicit form of the Green’s function

u = u0 + vaua + vbub

where

va(x) = − λ

p(a)W (a)

∫ b

x

ub(y)f(y, u(y)) dy

vb(x) = − λ

p(a)W (a)

∫ x

a

ua(y)f(y, u(y)) dy

Therefore if u ∈ C0[a, b], then va,b ∈ C1[a, b], assuming that f(x, z) is
continuous in [a, b]× R. Therefore u ∈ C1[a, b] and

u′ = u′
0 + vau

′
a + vbu

′
b

Recall that v′
aua +v′

bub = 0. It is not difficult to verify that the solution
to the integral equation satisfies the boundary conditions:

Ba(u) = Ba(u0) = γa , Bb(u) = Bb(u0) = γb

Let us see that u also is a solution to the Sturm-Liouville equation.
Since u0 and ua,b are from C2(a, b) ∩ C1[a, b], and va,b are shown to be
from C1[a, b], the above equation for u′ shows that u ∈ C2(a, b) and

u′′ = u′′
0 + v′

au
′
a + v′

bu
′
b + vau

′′
a + vbu

′′
b

= u′′
0 −

f(x, u(x))

p(x)W (x)
+ vau

′′
a + vbu

′′
b

where the Liouville-Ostrogradsky theorem was used. It follows from
this equation that u satisfies the equation

Lu(x) = f(x, u(x)) .

Thus, the non-linear Sturm-Liouville problem and the integral Fred-
holm equation are equivalent.

Let us show that T is a contraction for a sufficiently small λ. Sup-
pose that f(x, z) is Lipschitz continuous in the variable z:

|f(x, z1) − f(x, z2)| ≤ h(x)|z1 − z2| , h ∈ C0[a, b]

and continuous in the variable x for each z. Then, f(x, u(x)) is contin-
uous for every continuous u(x). Thus, the non-linear Strum-Liouville
problem and the integral Fredholm problem are equivalent. It follows
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that for any x ∈ [a, b] and any continuous u and v:

|Tu(x)− Tv(x)| ≤ |λ|
∫ b

a

|G(x, y)h(y)|u(y)− v(y)| dy

≤ |λ|
∫ b

a

|G(x, y)h(y) dy‖u− v‖∞

≤ |λ|
λ0

‖u − v‖∞

1

λ0
= max

[a,b]

∫ b

a

|G(x, y)|h(y) dy

Therefore

‖Tu− Tv‖∞ ≤ |λ|
λ0

‖u − v‖∞

and T is a contraction if

|λ| < λ0

So, the non-linear Sturm-Liouville problem can be solved by the
contraction principle. The sequence

un(x) = T nu0(x)

converges uniformly to a unique solution u of the non-linear Sturm-
Liouville problem:

lim
n→∞

‖un − u‖∞ = 0

By the properties of the Green’s function, the contraction sequence can
also be viewed as a sequence of solutions to the linear Sturm-Liouville
problems

Lun(x) = λf(x, un−1(x)) , Ba(un) = γa , Bb(un) = γb

If f ∼ up, then terms of the sequence are partial sums for a power series
in λ, a perturbation expansion in a small parameter λ. The radius of
convergence of the perturbation series is proved to be no less than λ0.

51.5. Multi-variable generalizations. Let Ω be an open bounded region
in R

N . The operator

Lu = −div
(

p(x)∇u(x)
)

+ q(x)u(x)

is called a Sturm-Liouville operator, where

p(x) > 0 , p ∈ C1(Ω̄) , q(x) ≥ 0 , q ∈ C0(Ω̄)
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Let ∂Ω be smooth (or piecewise smooth) and n be the outward unit nor-
mal on ∂Ω. Then the boundary value problem for the Sturm-Liouville
operator is to find a function

u ∈ C2(Ω) ∩ C1(Ω̄)

such that

Lu(x) = f(x) , x ∈ Ω ,

α(x)u(x) + β(x)
∂u

∂n

∣

∣

∣

∂Ω
= γ(x) , x ∈ ∂Ω

where

f ∈ C0(Ω̄) , α ∈ C0(∂Ω) , β ∈ C0(∂Ω) , γ ∈ C0(∂Ω) ,

α(x) ≥ 0 , β ≥ 0 , α(x) + β(x) > 0 ,

The last conditions mean that α and β are non-negative functions that
do not vanish simultaneously anywhere in the boundary ∂Ω.

The solution is sought in the form

u(x) = u0(x) + up(x)

where u0 is a solution to the associated homogeneous problem with
f(x) = 0 and up is a solution to the associated problem with trivial
boundary conditions, γ(x) = 0. It is possible to show that the latter
problem has a unique solution if either α 6= 0, or β 6= 0, or q 6= 0
(just like in the one-variable case), and there exists a Green’s function
G(x, y) such that

LxG(x, y) = δ(x− y) , x, y ∈ Ω ,

α(x)G(x, y) + β(x)
∂G(x, y)

∂nx

= 0 , x ∈ ∂Ω , y ∈ Ω

and

up(x) =

∫

Ω

G(x, y)f(y) dNy

Example: the Laplace operator in a ball. Let us find the Green’s func-
tion for the Laplace operator in a ball |x| < R in a three-dimensional
Euclidean space that vanishes on the boundary of the ball:

−∆xG(x, y) = δ(x− y)|, , |x| < R , |y| < R ,

G(x, y)
∣

∣

∣

|x|=R
= 0 , |y| < R

In physics, G(x, y) is the electric potential created by a unit electric
charge positioned at y in a conducting grounded sphere. It can be
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solved by the method of images. The solution is sought in the form

G(x, y) =
1

4π|x− y| + g(x, y)

where g(x, y) is a harmonic function in the ball |x| < R that is chosen
so that G fulfills the boundary conditions:

∆xg(x, y) = 0 , g(x, y)
∣

∣

∣

|x|=R
= − 1

4π|x− y|
∣

∣

∣

|x|=R
.

Recall that the first term in G in a fundamental solution for the Laplace
operator in R

3.
The method of images assumes that it is possible to find a charge

(or charges) outside Ω̄ such that the total potential vanishes on the
boundary ∂Ω. Since the potential of a point charge is a harmonic
function everywhere except the position of the charge, G satisfies the
same equation if g is the Coulomb potential of point charges outside
Ω̄. It turns out that one image charge is sufficient if Ω is a ball. Let y∗

be a position of the image charge. Then

g(x, y) = − q

4π|x− y∗| , |y∗| > R , q > 0

The charge must be positive q > 0 to make the zero potential on the
sphere. By rotational symmetry, the charges and the center of the ball
should lie in a line:

y∗ = ky , k >
R

|y| > 1

Let θ be the angle between the position vectors y 6= 0 and x, where lies
on the sphere |x| = R. Then by the cosine theorem

|x − y|2 = R2 + |y|2 − 2R|y| cos(θ)
and

|x − y∗|2 = R2 + |y∗|2 − 2R|y∗| cos(θ)
= R2 + k2|y|2 − 2kR|y| cos(θ)

The boundary condition requires that

|x − y|2 =
1

q2
|x − y∗|2 , |x| = R

must hold for any choice of θ, which is equivalent to two conditions

R2 + |y|2 =
1

q2

(

R2 + k2|y|2
)

, 2R|y| =
2kR|y|

q2
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It follows from the second condition that q =
√

k, and the first con-
dition yields a quadratic equation for k whose root (k > R/|y| > 1)
defines the Kelvin’s transform

y∗ = ky =
R2

|y|2 y

Thus,

G(x, y) =
1

4π|x− y| −
R|y|

4π
∣

∣

∣|y|2x− R2y
∣

∣

∣

Note that this equation makes sense when y → 0, while x 6= y. In this
case,

lim
y→0

G(x, y) =
1

4π|x| −
1

4πR

In fact, this limit also holds in the sense of distributions. The assump-
tion y 6= 0 made when deriving G(x, y) can be dropped.

It is also known from the theory of harmonic functions that a har-
monic function in a bounded open region is uniquely defined by its
values on the boundary of the region. Therefore the associate homoge-
neous problem

∆u0 = 0 , u
∣

∣

∣

|x|=R
= γ

has a unique solution. It can be found by separating variables in spher-
ical coordinates in the form of the Fourier series over spherical harmon-
ics Ylm. Thus, the boundary value problem for the Laplace operator
has the solution

u(x) = u0(x) +

∫

|y|<R





f(y)

4π|x− y| −
R|y|f(y)

4π
∣

∣

∣|y|2x −R2y
∣

∣

∣



 d3y

51.6. Non-linear generalizations. The multi-variable Sturm-Liouville prob-
lem can be made non-linear by making the inhomogeneity to be a func-
tion of position x and the amplitude u(x):

Lu(x) = λf(x, u(x))

where λ is a parameter. One can show that under suitable assump-
tions about smoothness of the function f(x, z), the non-linear bound-
ary value problem and the Fredholm equation

u(x) = u0(x) + λ

∫

Ω

G(x, y)f(y, u(y)) dNy , u ∈ C0(Ω̄)
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are equivalent. So that a solution to the problem can be found by
a perturbation theory based on the contraction principle that should
converge for |λ| < λ0 for some λ0 > 0.
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52. Exercises

1. Newton’s mechanics. Consider a motion of a particle of unit mass
along a line. If x(t) is the position of a particle at a time t, then x(t)
satisfies the initial value problem

x′′(t) = F
(

t, x(t), x′(t)
)

, t > 0 ; x(0) = q0 , x′(0) = p0

where x(t) ∈ C2(t > 0) ∩ C1(t ≥ 0) and the force F (t, q, p) ∈ C0 (a
continuous function of three variables). For a consistency of the theory,
it is natural to expect that the initial value problem has a unique so-
lution that depends continuously on the initial data. The latter means
that small variations of the initial data should cause small variations
of the solution. This is indeed so.

(i). Prove that if x(t) is a solution to the initial value problem, then it
satisfies the integro-differential equation

x(t) =

∫ t

0

(t − τ )F
(

τ, x(τ ), x′(τ )
)

dτ + q0 + tp0

Hint: Use a suitable Green’s function for the operator −d2/dt2.

(ii) Prove that any solution to the integro-differential equation from
class C1([0, T ]), where 0 ≤ t ≤ T , is also a solution to the initial value
problem, that is, the integro-differential equation and the initial value
problem are equivalent.

(iii). Define the phase space variables u = (q, p) ∈ IR2 where q = x(t)
and p = x′(t). Restate the above integro-differential equation as a
system of Volterra non-linear equations in the phase space:

q(t) =

∫ t

0

K1

(

t, τ, q(τ ), p(τ )
)

dτ + q0t + p0 ,

p(t) =

∫ t

0

K2

(

t, τ, q(τ ), p(τ )
)

dτ + p0 ,

that is, express the functions of 4 variables K1,2(t, τ, q, p) via t and
F (τ, q, p), or using the vector notations

u(t) =

∫ t

0

K
(

t, τ,u(τ )
)

dτ + u0(t) ≡ K̂u(t) + u0(t) ≡ T̂u(t)

where u0(t) = (q0 + p0t, p0) and K̂ and T̂ are non-linear integral oper-
ators on the linear space of vector-valued continuous functions.
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(iv). Consider a linear space of bounded vector functions v(t) ∈ IRn,
t ∈ Ω. Put

‖v‖∞ = sup
Ω

|v(t)|

where | · | denotes the Euclidean norm. Show that ‖ ·‖∞ defines a norm
in the linear space of vector-valued bounded functions.

(v). Use that bounded functions form a Banach space, to show that the
linear space of vector-valued bounded functions (parametric curves) is
also a Banach space with respect to the norm ‖ ·‖∞ (denoted by B). In
particular, show that the subset of continuous vector-valued functions
on a closed bounded interval Ω = [a, b] is closed in the Banach space
B.

(vi). Suppose that the kernel of K̂ is continuous with respect to t
and τ and Lipschitz continuous with respect the vector argument u:

|K(t, τ,u)− K(t, τ,v)| ≤ m0|u− v| , t, τ ∈ [0, t0]

where t0 > 0 and the constant m0 is independent of the vectors u and
v (but m0 may depend on t0). Restate the above condition in terms of
the force F . In particular, if F and its partial derivatives are continu-
ous, state sufficient conditions on F and its partial derivatives in order
for K̂ to be Lipschitz continuous.

(vii). Prove that a power of T̂ is a contraction on B with [a, b] = [0, t0],
that is,

‖Tnu− Tnv‖∞ ≤ ρn‖u− v‖∞ , ρn < 1

for some positive integer n. Prove that the initial value problem in
Newton’s mechanics has a unique solution in any interval [0, t0]
Hint: Use the same method (based on mathematical induction) as for
the scalar non-linear Volterra integral equation.

(vii). Show that the solution to the initial value problem depends con-
tinuously on the initial data in the following sense. If u1(t) and u2(t)
are two solutions corresponding to two functions u01(t) and u02(t) de-
pending on the initial data (see Part (ii)), then

‖u1 − u2‖∞ ≤ σn

1 − ρn

‖u01 − u02‖∞

where ρn < 1 is defined in Part (iv) (find an expression for σn via m0

and t0).



52. EXERCISES 655

Hint: Define

Tju = K̂u + u0j , j = 1, 2

so that uj are fixed points of Tj . Next show that

|T1u(t) −T2v(t)| ≤ m0

∫ t

0

|u(τ ) − v(τ )|dτ + ‖u01 − u02‖∞

≤ m0t‖u− v‖∞ + ‖u01 − u02‖∞
|T2

1u(t) −T2
2v(t)| = |T1(T1u)(t)− T2(T2v)(t)|

≤ m2
0t

2

2!
‖u− v‖∞ + (m0t + 1)‖u01 − u02‖∞

where the last inequality was obtained by a subsequent use of the
first two. Proceed by induction to derive a similar upper bound for
|Tn

1u(t)−Tn
2v(t)|. Then set u = u1 and v = u2 to obtain the required

result.

2. Initial value problem for the sine-Gordon equation. Consider the
Cauchy problem

u′′
tt − c2u′′

xx + sin(u) = 0 , t > 0 , x ∈ R ,

u
∣

∣

∣

t=0
= u0(x) , u′

t

∣

∣

∣

t=0
= u1(x)

Reduce the problem to an integral equation. Show that the integral
equation has a unique solution.

3. Special case of the Sturm-Liouville operator. Consider the boundary
value problem

L0u(x) = −
(

p(x)u′(x)
)′

= f(x) , x ∈ (a, b) , u′(a) = u′(b) = 0

(i) Show that

u(x) = c +

∫ b

a

G(x, y)f(y) dy

where c is a constant and
∫ b

a

f(x) dx = 0 ,

and find an explicit form of the Green’s function G(x, y) for the oper-
ator L0.
(ii) Find L0xG(x, y) in the sense of distributions and find boundary
conditions to which G(x, y) satisfies at x = a, b if a < y < b.
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4. Non-linear boundary value problem for the second-derivative operator.

Consider the nonlinear boundary value problem

u′′(x) = λu4(x) , x ∈ (0, 1) , u(0) = u(1) = 1 ,

where u ∈ C2(0, 1) ∩ C0([0, 1]).

(i) Find the Green’s function G(x, y) of the operator of the second
derivative such that

− d2

dx2
G(x, y) = δ(x− y) , G(0, y) = G(1, y) = 0 , y ∈ (0, 1)

(ii) Prove that if u is a solution to the boundary value problem, then
it satisfies the Fredholm equation:

u(x) = 1 − λ

∫ 1

0

G(x, y)(u(y))4dy ≡ (Tu)(x) .

(iii) Show that T : C0([0, 1]) → C0([0, 1]), that is, the function Tu is
continuous on [0, 1] if u is continuous on [0, 1].

(iv) Prove that if u ∈ C0([0, 1]) is a solution to the Fredholm equation,
then it is from class C2 and a solution to the boundary value problem.
That is, the Fredholm problem and the boundary value problems are
equivalent.

(v) Prove that the subset

S = {u ∈ C0[0, 1] | 0 ≤ u(x) ≤ 1}
is closed in C0[0, 1] but not a linear manifold in C0[0, 1], and that the
transformation T maps S into itself,

T : S → S , 0 ≤ λ ≤ 8 .

Hint: Show that G(x, y) ≥ 0 if (x, y) ∈ [0, 1] × [0, 1] and then show
that Tu(x) ≤ 1 if λ ≥ 0. Find a condition on λ under which Tu(x) ≤ 1.

(vi) Prove that T is a contraction if λ ∈ [0, 2).
Hints: Show first that

|(v(x))4 − (u(x))4| ≤ 4‖u − v‖∞ , u, v ∈ S

Recall the identity (a4 − b4) = (a − b)(a3 + a2b + ab2 + b3). Use this
inequality to show that

‖Tv − Tu‖∞ ≤ λ

2
‖v − u‖∞
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(vii) Prove that the nonlinear boundary value problem has a unique
solution for λ ∈ [0, 2) and for any u0 ∈ S the sequence {un} generated
by the iteration scheme

u′′
n = λ(un−1)

4 , un(0) = un(1) = 1 , n = 1, 2, ...

converges uniformly to the solution of the boundary value problem.

(viii) Let u0(x) = 1. Find un(x) for n = 1, 2, 3.

5. Non-linear boundary value problem for an oscillator. Consider the
non-linear boundary value problem

−u′′(x) + ω2u(x) = λu3(x) , 0 < x < L , u(0) = γ0 , u(L) = γL

(i) Find an equivalent Fredholm integral equation for this problem.
(ii) Find an interval of values of the parameter λ for which the Fredholm
equation can be solved by the contraction principle.
(iii) Find three first terms of the perturbation theory solution:

u(x) = u0(x) + λu1(x) + λ2u2(x) + O(λ3) ,

if λ lies in the interval from part (ii).


