
Assignment 3 Solutions

2.3.4. For each of the following parts, let ) be the linear transformation defined in the corresponding part of Exercise 5 of Section 2.2.
Use Theorem 2.14 to compute the following vectors:

(a) [) (�)]U, where � =
(
1 4
−1 6

)
.

(b) [) ( 5 (G))]U, where 5 (G) = 4 − 6G + 3G2.

(c) [) (�)]W , where is � =
(
1 3
2 4

)
.

(d) [) ( 5 (G))]W , where 5 (G) = 6 − G + 2G2.

Solution. From Exercise 5 of Section 2.2,

U =

{(
1 0
0 0

)
,

(
0 1
0 0

)
,

(
0 0
1 0

)
,

(
0 0
0 1

)}
,

V = {1, G, G2} and W = {1}. Recall that if + is a vector space with basis V = {E1, . . . , E=}, and G ∈ + , then [G]V =
©«
01
...

0=

ª®®¬ where

[G]V =
∑=

8=1 08E8 .
Also, Theorem 2.14 of the text says that if Z = {E1, . . . , E=} and b = {F1, . . . , F<} are bases for + and , , respectively, then if

) : + → , is a linear transformation and D ∈ + , we have [) (D)]b = [)] bZ [D]Z
(a) In Exercise 5, ) : "2×2 (�) → "2×2 (�) is ) (�) = �C . By Theorem 2.14, [) (�)]U = [)]UU [�]U. Note that

)

((
1 0
0 0

))
=

(
1 0
0 0

)
= 1

(
1 0
0 0

)
+ 0

(
0 1
0 0

)
+ 0

(
0 0
1 0

)
+ 0

(
0 0
0 1

)
,

)

((
0 1
0 0

))
=

(
0 0
1 0

)
= 0

(
1 0
0 0

)
+ 0

(
0 1
0 0

)
+ 1

(
0 0
1 0

)
+ 0

(
0 0
0 1

)
,

)

((
0 0
1 0

))
=

(
0 1
0 0

)
= 0

(
1 0
0 0

)
+ 1

(
0 1
0 0

)
+ 0

(
0 0
1 0

)
+ 0

(
0 0
0 1

)
,

and
)

((
0 0
0 1

))
=

(
0 0
0 1

)
= 0

(
1 0
0 0

)
+ 0

(
0 1
0 0

)
+ 0

(
0 0
1 0

)
+ 1

(
0 0
0 1

)
,

so that [)]U =
©«
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

ª®®®¬. Now,
� =

(
1 4
−1 6

)
= 1

(
1 0
0 0

)
+ 4

(
0 1
0 0

)
+ (−1)

(
0 0
1 0

)
+ 6

(
0 0
0 1

)

so that [�]U =
©«
1
4
−1
6

ª®®®¬ . Now, [)]U [�]U =
©«
1
−1
4
6

ª®®®¬
(b) In Exercise 5, ) : %2 (R) → "2×2 (R) is ) ( 5 (G)) =

(
5 ′(0) 2 5 (1)
0 5 ′′(3))

)
.We now find [)]U

V
. Note that

) (1) =
(
0 2
0 0

)
= 0

(
1 0
0 0

)
+ 2

(
0 1
0 0

)
+ 0

(
0 0
1 0

)
+ 0

(
0 0
0 1

)
,

1



) (G) =
(
1 2
0 0

)
= 1

(
1 0
0 0

)
+ 2

(
0 1
0 0

)
+ 0

(
0 0
1 0

)
+ 0

(
0 0
0 1

)
,

and
) (G2) =

(
0 2
0 2

)
= 0

(
1 0
0 0

)
+ 2

(
0 1
0 0

)
+ 0

(
0 0
1 0

)
+ 2

(
0 0
0 1

)

so that [)]U
V
=

©«
0 1 0
2 2 2
0 0 0
0 0 2

ª®®®¬. Now, for 5 (G) = 4 − 6G + 3G2, we have [ 5 (G)]V =
©«
4
−6
3

ª®¬. Now, [) ( 5 (G))]V = [) U
V
[ 5 (G)]V =

©«
−6
2
0
6

ª®®®¬.
(c) In Exercise 5, ) : "2×2 (�) → %2 (�) is ) (�) = tr(�) = ∑2

8=1 �8,8 = �1,1 + �2,2.
We now compute [)]WU. Note,

)

((
1 0
0 0

))
= 1,

)

((
0 1
0 0

))
= 0,

)

((
0 0
1 0

))
= 0,

and
)

((
0 0
0 1

))
= 1

so [)]WU =
(
1 0 0 1

)
. It is clear that [�]U =

©«
1
3
2
4

ª®®®¬ so [) (�)]W = [)]
W
U [�]U =

(
5
)
.

(d) In Exercise 5, ) : %2 (R) → R is ) ( 5 (G)) = 5 (2). Note that ) (1) = 1, ) (G) = 2, and ) (G2) = 4, so that [)]W
V
=

(
1 2 4

)
. Also,

for 5 (G) = 6 − G + 2G2, [ 5 (G)]V =
©«
6
−1
2

ª®¬, so that [) ( 5 (G))]W = [)]WV [ 5 (G)]V =
(
12

)
. �

2.3.9. Find linear transformations *,) : �2 → �2 such that *) = )0 (the zero transformation) but )* ≠ )0. Use your answer to find
matrices � and � such that �� = $, but �� ≠ $.

Solution. We search for such transformations as follows. Note that for any linear transformation ( : �2 → �2, )0 ◦ ( = )0, and
( ◦)0 = )0. Hence, in searching for such* and ) , we cannot have either of* or ) be the zero transformation, for then ) ◦* ≠ )0 cannot
be achieved. Furthermore, we do not want ) to be surjective, for if so, then* = )0. Indeed, if (0, 1) ∈ �2 = ) (�2), then (0, 1) = ) (2, 3)
for some (2, 3) ∈ �2. However, the condition that* ◦ ) = )0 would imply that* (0, 1) = * () (2, 3)) = )0 (2, 3) = (0, 0), so* = )0.

This further implies that the range of ) should be a one-dimensional subspace of �2. If ) (�2) were a 0-dimensional space, that
would imply ) (�2) = {(0, 0)} so ) = )0, which we said above cannot be the case to meet the conditions. If ) (�2) were a 2-dimensional
space, that would imply that ) (�2) is all of �2 so ) is surjective, which cannot happen.

Continuing, we will use a fundamental technique to construct linear transformations as follows. Consider the standard basis
V = {(0, 1), (1, 0)}, and the set {(0, 1)}, which generates the subspace � = {(0, 0) : 0 ∈ �} ⊆ �2. There exists (by Theorem 2.6 of the
book), ) : �2 → �2 linear such that ) (0, 1) = (0, 1) = ) (1, 0). Explicitly, for (0, 1) ∈ �2,

) (0, 1) = ) (0(1, 0) + 1(0, 1)) = 0) (1, 0) + 1) (0, 1) = 0(0, 1) + 1(0, 1) = (0, 0 + 1),

and note that ) (�2) = �.
Now, we want* to be zero on all of �, so as above we can also get linear* : �2 → �2 such that* (0, 1) = (0, 0) and* (1, 0) = (1, 0).

The first equality gets that for all (0, 1) ∈ �2, * () (0, 1)) = * (0, 0 + 1) = (0 + 1)* (0, 1) = (0, 0) so * ◦ ) = )0. The second equality
gets that ) (* (1, 0)) = ) (1, 0) = (0, 1 + 0) = (0, 1) ≠ )0 (1, 0). As ) ◦* disagrees with )0 at (1, 0), ) ◦* ≠ )0.

Recall that $ is the 2 × 2 zero matrix, and [)0]V = $. Consider � = [*]V and � = [)]V . As * ◦ ) = )0, [* ◦ )]V = $, and as
) ◦* ≠ )0, [) ◦*]V ≠ $. By Theorem 2.11, we get that �� = [*]V [)]V = [* ◦ )]V = $, and �� = [)]V [*]V = [) ◦*]V ≠ $.

�

2.4.16. Let � be an = × = invertible matrix. Define Φ : "=×= (�) → "=×= (�) by Φ(�) = �−1��. Prove that Φ is an isomorphism.

2



Solution. As � is invertible, �−1 exists, and ��−1 = �= = �−1�, where �= is the = × = identity matrix. Note that Φ is linear. If
�,  ∈ "=×= (�) and 2 ∈ �, then

Φ(� +  ) = �−1 (� +  )� = (�−1� + �−1 )� = �−1�� + �−1 � = Φ(�) +Φ( )

and Φ(2�) = �−1 (2�)� = (2�−1)�� = 2(�−1��) = 2Φ(�).
Now let � ∈ "=×= (�). Then

� = �=��= = (�−1�)� (�−1�) = �−1 (���−1)� = Φ(���−1)

so that Φ is injective.
If �−1�� = Φ(�) = Φ( ) = �−1 �, then

� = �(�−1��)�−1 = �(�−1 �)�−1 =  ,

so Φ is linear. and hence an isomorphism. �
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