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Abstract

The mechanistic view of ecosystem dynamics, being inherently reversible, seems ill-suited to describe directional
behavior, such as ecosystem succession. A more conservative approach, such as one that involves probabilities, seems
warranted. Work involving conditional probabilities has led to the development of a systems property called the ascendency,
the increase of which appears to incorporate many of the changes that characterize the successional process. Ascendency
originally was formulated entirely in terms of systems transactions. Hence, it did not address the crux of system dynamics,
which is the connection between the stocks of taxa and the trophic flows between these populations. One may, however,
expand the definition of system ascendency in a perfectly natural and consistent way to include compartmental biomasses.
The principle of increasing ascendency, recast in terms of the new definition, provides a whole-system context for hitherto
unexplained elements of traditional ecology. For example, the allometric trend during succession towards larger organisms
with slower turnover times and the time-honored *Liebig’s law of the minimum’ both can be derived from the revised
principle. Furthermore, the same derivational techniques provide us with an entirely new criterion for identifying the limiting
nutrient linkages within an ecosystem. Such a theoretical *prediction’ might augur the beginnings of a robust theoretical
systems ecology. © 1997 Elsevier Science B.V. All rights reserved
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1. Introduction changes in patterns of system behavior. Often, this
last phrase is interpreted as ‘to understand the mech-
anisms behind changes in system patterns’. By
*mechanism’ is usually understood a relationship
between two components that precludes any causal
indeterminacy. If A, then B, without exception. We
are concerned, however that the proclivity of most
ecologists to search for mechanisms behind every
change, to the exclusion of other forms of causality,
may not be the most fruitful way to proceed (Rosen,
1991). The mechanisms frequently are elusive, and
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A promising goal of ecosystem science is to seek
a quantitative description of the interactions of the
various components of a community with each other
and with the physical domain in which they are
imbedded. One’s focus can be prognosticatory, i.e.,
how to employ a system’s current configuration to
predict its behavior; or it can be post-dictive, as
when one seeks to understand the agencies behind
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machinery usually is found wanting (Platt et al.,
1981). To be sure, relationships which closely ap-
proximate mechanisms abound in ecosystems, and
certainly much is to be learned by explicating such
interactions. However, the fact that one can identify
mechanisms in ecosystems (e.g., primary producers
respond to light intensity, predators increase in re-
sponse to prey availability, etc.), is insufficient rea-
son to conclude that system dynamics are comprised
entirely of mechanisms.

If one suspects that not all phenomena that com-
prise ecosystems development are mechanical, how
then should one attempt to quantify observed system
changes? The natural fallback would be to resort to
probabilities. This is hardly a radical move, as proba-
bilities have been a fundamental tool of ecologists
since the discipline emerged. But we note that proba-
bilities usually have been regarded by ecologists as
being entirely epistemic in nature. That is, probabili-
ties are assumed to convey our ignorance of what is
happening. The conventional presumption has been
that if we could resolve our ignorance, deterministic
mathematics then could be invoked. There is a grow-
ing trend, however, in physics, philosophy and even
biology to regard probabilities more in an ontologi-
cal light (Depew and Weber, 1994). In this perspec-
tive, probabilities refer not only to our ignorance
about a situation, but also to an unresolvable indeter-
minacy inherent in the situation itself. What are
some of the consequences of this shift in perspec-
tive?

Almost every application of probability theory to
ecology involves the assumption of stationarity. That
is, many elements are assumed to act either indepen-
dently of each other or in rigid connection over an
interval of time so as to yield a probability distribu-
tion that does not change. If, however, system ele-
ments are incompletely coupled (as must be the case
if there exists any residual indeterminacy), then sys-
tem processes are free to act upon each other in ways
that change the assignment of probabilities over time.

The most successful way to treat changes in
probabilities appears to be contained in information
theory. Unfortunately, most readers probably still
associate information theory with the study of com-
munications, which was historically where it first
evolved. But Tribus and Mclrvine (1971) have sug-
gested that the concept of information be generalized

to include ‘anything that causes a change in probabil-
ity assignment’. This definition recasts the role of
information theory as the quantitative treatment of
changes in probabilities and establishes an organic
connection between information theory and probabil-
ity theory; calculus is to algebra as information
theory is to probability theory. The unfortunate his-
tory of information theory in ecology, which fo-
cusses upon the futile attempt to establish a fixed
relationship between the diversity of an ecosystem
and its stability to perturbations, has caused many
ecologists to eschew information theory. We are
suggesting, however, that ecosystem development
can be described best in terms of probabilities that
interact with and change one another. To exclude
information theory from a description of such dy-
namics would be as otiose as trying to do Newtonian
mechanics without calculus.

2. Information and ecosystem processes

A major shortcoming of early attempts to apply
information theory to ecology (e.g., Woodwell and
Smith, 1969) was that the measures used did not
quantify information per se. The species diversity,
for example, was expressed in terms of the Shan-
non—Wiener index, calculated using the number or
biomass fractions of the various taxa that comprise
the system. Hence, the biomass diversity, D, of a
system was estimated as

e A

where B, is the biomass of taxon i, B is the total
biomass of the system (B = L,B,), and & is a scalar
constant.

The fractions B,/B in Eq. (1) estimate the sta-
tionary probability distribution of biomass within the
ecosystem. What one actually calculates from this
distribution via the Shannon—Wiener formula (Eq.
(1) is an estimate of the potential indeterminacy as
to where a particular quantum of biomass might be
residing. Actual information about the system would
have to address the constraints that induce more
biomass to be included in certain taxa than in others.
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To quantify information about ecosystem behavior,
therefore, it becomes necessary to treat transfers of
biomass among the system compartments. Our atten-
tion thus shifts away from biomass stocks and to-
wards trophic flows, which, ironically, was the per-
spective that MacArthur and Ranch (1955) used
when first introducing information measures into
ecology.

Instead of Eq. (1), a more appropriate measure of
the indeterminacy inherent in a collection of ecosys-
tem transfers would be the flow diversity, Dy, where

e

and T, is the kth flow among m observed flows that
sum to T. One may think of the T, s as a collection of
m sticks of various lengths. The sticks may be joined
at n separate nodes in a great number of ways that is
characterized by the measure D;. But in any given
ecosystem the flows are related to one another via
biological constraints in a particular pattern. l.e., no
longer can the sticks in our analogy come together in
arbitrary fashion. They now are constrained relative
to each other in a specific way. Rather than referring
simply to 7, as one of m flows, one may now
identify it by its origin and destination. Thus, we
refer instead to T;; as the flow from component i to
J- The biological constramts also induce changes in
probability assignments. Instead of referring to 7, /T
(or equivalently to T,,/T) one may now measure a
conditional probability 7;,/Y T, , which estimates
the probability that a quantum of medium will flow
to j. given that it originated in .

Information theory prescribes (Rutledge et al.,
1976; Hirata and Ulanowicz, 1984; Ulanowicz and
Norden, 1990) that the quantity of information asso-
ciated with the shift in probability assignments from
the joint probabilities, T;,/T, to the conditional (con-
strained) probabilities, 7;,/L,T,,, be calculated as

iq®
the average mutual information:

1=kZZ(Ti,/T)log(T,,-T/ZTiqZT,,). (3)

One problem with information measures is that
they are inherently dimensionless. That is, the mea-
sure I in Eq. (3) might refer to an ecosystem like the
intestinal flora of an insect. It could as well pertain

to the ecosystem of the Serengetti Plain. The magni-
tude of 7 does not reveal the scale of the system
being assessed. For this reason, Ulanowicz (1980)
followed the suggestion of Tribus and Mclrvine
(1971) and scaled I by setting k= T. The ensuing
product, TxI, he called the network ascendency, A.

The network ascendency thus incorporates aspects
of both a system’s size and constitutive nature. The
factor T gauges the level of overall system activity;
the index 7 measures the organization with which
exchanges among components are transacted. In-
creases in system activity, T, are generally regarded
as growth in the economic sense of the word (viz.
Gross National Product). A rise in I signifies that
the system is developing further constraints to chan-
nel flows along more specific pathways. An increas-
ing A, therefore, is a quantitative sign that the
system in question is growing and developing
{Ulanowicz, 1986).

Given the way that ascendency has been defined,
it should come as no surprise that many ecological
processes that contribute to a higher A have been
identified as factors that contribute to ecological
succession (Odum, 1969). For example, a greater
richness of species (compartments), more retention
of resources within the system, and a tendency to-
wards trophic specialization are the primary trends
that Odum identifies with developing ecosystems.
All other things being equal, these same system
trends augment its network ascendency. Hence, we
are led to the phenomenological observation that, in
the absence of major perturbations, ecosystems ex-
hibit a propensity to increase their ascendency.

There are at least two interesting conclusions one
can draw from the last statement. The first is that the
principle defines a preferred direction (increasing
ascendency) along which ecosystems usually
progress. Newtonian systems do not of themselves
yield any directionality. That ecosystems do exhibit
succession is evidence favoring non-Newtonian
agencies at work (Ulanowicz, 1989, 1990). The sec-
ond peculiarity is the use of the ambiguous word
‘propensity’. This term is invoked to underscore the
existence of a degree of causal indeterminacy within
the ecosystem. If there is a propensity for B to
follow A in the system, then after most times that A
has been observed, B ensues — but not each and
every time. On occasions C, D or some other cir-
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cumstance might result. In the same vein, it is not
being claimed that ecosystems maximize or optimize
their ascendancies (although Ulanowicz (1980) had
prematurely suggested this). To invoke variational
behavior of this sort would be to force the system
into a mechanical strait jacket. Rather, we envision a
collection of partially stochastic processes that ratchet
against each other in ways that yield an almost
desultory rise in overall ascendency.

3. Information and ecosystem dynamics

The calculation of system ascendency can be
extended to apply to systems that are temporally and
spatially heterogeneous (Pahl-Wostl, 1992; Pahl-
Wostl, 1995). What until now has remained prob-
lematical is that the ascendency has been defined
entirely in terms of flows and processes. Biomasses
or stocks appear nowhere in its formulation. Of
course, at steady-state biomasses become moot, and
the effects of stocks are already implicit in Pahl-
Wostl’s formulation for time-varying systems. But as
long as biomass does not appear explicitly in the
formula for ascendency, the index cannot be said
truly to address ecosystem dynamics. No one yet has
succeeded in introducing biomass into the ascen-
dency in a way that is consistent with the require-
ments of the underlying probability theory. It is to
this task that we now turn.

To recapitulate, information is that which causes a
change in probability assignment. There is no re-
quirement, however, that the a priori (unconstrained)
and the a posteriori (constrained) probabilities be
estimated using the same types of variables. In fact,
if we were to use the biomasses to make a priori
estimates of interaction strengths (as is done, for
example, in chemistry with the law of mass action),
we could compare these ‘predicted’ exchanges with
the (a posteriori) observed flows to gauge the rela-
tionship between biomass and flows, between form
and function.

Now, the distribution of biomass can be repre-
sented by the quotients, B,/B. The same set of
numbers can be used to estimate several other proba-
bility distributions. For example, B,/B also approxi-
mates the probability that a quantum of medium is

either entering or leaving compartment i. (It is easy
to cite many reasons why the probabilities of ingress
or egress might not be proportional to the biomass
fractions, but all such reasoning involves interference
by factors other than mere biomass.) Hence, the
probability that a quantum of currency leaves com-
partment i can be taken as B;/B, and the probability
that a quantum enters compartment j can be set
equal to B;/B. If these events were totally indepen-
dent, then the joint probability that a specific quan-
tum both left i and entered j would be B,-Bj/Bz.

In writing this expression for the joint probability
of flow from i to j, minimal assumptions are made
about what makes a quantum flow from donor to
recipient. Nothing has been assumed to constrain the
exchange other than the magnitudes of the biomasses
involved. Hence, this distribution of joint probabili-
ties constitutes the ‘a priori’ system configuration
required by information theory. The conjugate ‘a
posteriori’ distribution can be taken as the observed
distribution of realized flows. That is, T;,/T be-
comes the estimate of the probability that, in a
random sample of activity, a direct transfer is being
made from i to j.

In contrast to the minimum of structural con-
straints we built into the joint probability, B;B,/B?,
the effects of all actual constraints are implicit in the
measured distribution, T;;/T. These additional con-
straints are what constitute the relationship between
structure and function. They engender a change in
probability assignment from the former distribution,
based on biomasses, to the latter, estimated by flows.
The information associated with such change in as-
signment is measured by the Kullback—Leibler index
(Kapur and Kesavan, 1992) as

™=

I=k i‘, (T,,/T)log(T,;8*/B,B;T). (4
i j=1

1

As with the mutual information of flows, we
expect I in Eq. (4) to increase during the course of
system development. Furthermore, we also use £ to
impart physical dimensions to I. In principle, one
could choose that k equals either T or B. We will
use T, because it is dimensionally more consistent (it
cancels with the T in the denominator of the first
probability). More importantly, we discovered by
trial and error that when A was scaled by B, increas-
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ing ascendency seemed invariably to lead to a static
endpoint where all system mass was concentrated in
a single, nonliving compartment. We thus define the
expanded, or biomass inclusive ascendency to be

A=Y X T,log(T,B2/BB]T). (5)
i=1 j=1

4. Analogies to thermodynamics

There are even deeper reasons for choosing to
scale I by T. Ascendency thereby comes to bear
formal analogy to variables prominent in the thermo-
dynamics of irreversible processes. For example, if
the medium in question happens to be energy, then
ascendency has the dimensions of power (m 1> t~3),
Onsager (1931) showed how the dissipation gener-
ated by a system of processes always could be
written as the sum of the products of each observed
flow times its conjugate ‘force’. For example, in a
system with multiple processes the flow via thermal
conduction is multiplied by the accompanying gradi-
ent in the reciprocal of the absolute temperature, the
diffusive flux by the negative of its gradient in
chemical potential, etc. All such products are summed
to yield the overall rate of dissipation. In Eq. (5) the
power function, A, is the sum of products of each
observed flow (the Tij) times a corresponding loga-
rithmic function. Thus, the logarithmic terms appear
homologous to Onsager’s ‘forces’. Popper (1990)
has argued, however, that in a world full of nonme-
chanical causes, ‘forces’ are but a small subset of
more general entities that he has called * propensities’.
Hence, in analogy with Onsager’s scheme, we can
identify log(T,.sz/B,-BjT) as the propensity for flow
to occur from i to j in the context of the total system
(Ulanowicz, 1996). When the separate propensities
are each weighted by their conjugate flows and the
products then summed, the resulting ascendency then
defines the propensity for the entire system to grow
and develop.

For consistency, the expanded ascendency must
reduce to the former ascendency (Eq. (3)) under
limiting conditions. To demonstrate that this 1s in-
deed the case, we note that A in Eq. (5) may be

decomposed algebraically into 3 inherently nonnega-
tive sets of terms:

T,T T, /T
A=22nh4 ’)+ nm4+—
it A B B,/B
T.
+ 3T log[ =1, (5)
; T\ By/B

where a dot in place of a subscript implies summa-
tion over that index. The first set of terms on the
right hand side of Eq. (5') is identical to the earlier
definition of the ascendency in terms of flows alone.
Its behavior and modes of decomposition remain
unchanged from that described by Ulanowicz and
Norden (1990). It is thus reassuring to note that
increases in the number of compartments, in the
trophic specialization of each compartment, and in
the circulation of currency also contribute to in-
creases in the expanded ascendency.

The reader may notice that the latter two groups
of terms in Eq. (5') vanish whenever the proportion
of flow through each compartment is the same as its
respective fraction of the total biomass. Hence, the
expanded ascendency always equals or exceeds the
original value insofar as the compartmental through-
puts are disproportionate to their biomasses. Such
‘skewedness’ is hardly arbitrary. It is the conse-
quence of other well-known trends in ecosystem
development, as we now show.

5. Developmental trends in structure

The explicit inclusion of the biomass structure
into the formula for ascendency allows one to obtain
certain known attributes of developing systems as
formal deductions from the principle of increasing
ascendency. To demonstrate this we write the differ-
ential of the ascendency according to the chain rule
of differentiation:

JA 0A
dAa=Y Y —dr,,+ Y —dB,. (6)
~ =~ 3T, Y B’
i ij P p
Now, after some calculation and simplification,
we find that
M [T Tt
aBP

= -1 (7)

P
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Eq. (7) means that an increase in B, will con-
tribute toward increasing ascendency whenever the
mean throughput rate for compartment p is less than
the overall system throughput rate. Le., increasing
ascendency implies positive selection for those com-
partments with slower than average turnover times
(Odum, 1969). There is a strong body of empirical
evidence and some heuristic geometric arguments
that fall under the rubric of ‘allometry’, which links
slower throughput times to larger body sizes (Platt,
1985; Calder, 1985). Hence, increasing ascendency
likewise implies selection for larger body size for
some members of the ecosystem.

6. Extensions to open and secular systems

Almost all natural ecosystems are open to the
transfer of materials with their environments (and all
require exogenous sources of energy). Exogenous
flows make the definition of probability distributions
problematical. Probability distributions are well-de-
fined only if they are complete, i.e., only if they can
be normalized so as to sum to unity. With ecosystem
flows, exogenous transfers are incorporated into the
probability distribution by assuming virtual compart-
ments as the sources and sinks of those exchanges
(Hirata and Ulanowicz, 1984). For example, imports
to the system are considered to issue from compart-
ment zero, e.g., T, is an exogenous import to species
i. Similarly, useable exports are assumed to enter the
fictitious compartment n + 1, and any dissipated
flows are directed into n + 2.

The obvious problem with introducing compart-
mental stocks into this calculus is that no actual
biomasses exist for these three virtual compartments.
Such difficulty is not insurmountable, however. One
slight complication is that in order to cover the
general case when the system is not balanced, one
must introduce two possible system biomasses. Let
B, be the system biomass when any flow is being
considered from its donor and B, be the system
biomass when a flow is seen as entering its receptor.
Now, the virtual biomasses that we seek will be
labelled By, B, ., and B, as discussed in the last
paragraph. Whence,

B,=B,+ ) B,, (8a)

p=1

and

n
Br= ZBp+Bn+l+Bn+2' (8b)
p=1
We now define the three virtual biomasses so that
each turnover rate is identical to that for the system
as a whole:

To./Bo = T/Bd’ (93.)
T,n+l/Bn+1=T/Br’ (9b)
and

T.n+2/Bn+2=T/Br' (9C)

Solving Egs. (8a) and (8b) along with Egs. (9a)-
(9¢) for the virtual biomasses yields

Bo=([To. i‘. Bp}/[T—To.]), (10a)

p=

/[T_ T,n+1 - T,n+2])’

p=1
(10b)
and
Bn+2 ([T.n+2 Z Bp /[T_ T.n+1 - T,n+2])’
p=1

(10c)

One sees when the system is balanced that B, =
B, = B. The ascendency for open systems then can
be written as

n n+2
A= Z Z Tij log(TijBrBd/BiBjT)' (11)
i=0 j=1

In order to write the temporally discrete form of
the ascendency, we must assign values to the flows
and biomasses at each discrete interval of time (see
Pahl-Wostl, 1992; Pahl-Wostl, 1995). Thus, we de-
note by 7;,, the flow from i to j during time interval
k, and B, becomes the biomass in i during interval
k. The Kullback-Leibler measure of the information
inherent in the discrete dynamics then becomes
A= Z T log(TijkBrdek/TBikBjk)' (12)

ik

7. Development and nutrient limitations

To see how development and nutrient limitations
are intimately bound, we choose to reinterpret the
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index & in Eq. (12) so as to refer to any of a suite of
chemical constituents comprising the organisms of
the ecosystem. That is, 7, ; could also be thought of
as representing the flow of constituent £ from com-
partment i to compartment j. For example, one
might have data on the concurrent transfers of car-
bon and nitrogen among the taxa of an ecosystem.
Then k=1 could represent carbon and & = 2, nitro-
gen. In Eq. (12) the summation over k would run
from 1 to 2. The ascendency, A, would then also
quantify the information inherent in the distribution
of these two nutrients among the components of the
ecosystem.

We wish now to focus upon the sensitivity of the
overall index of organization, A, to changes in
chemical constituents among the taxa. To do this we
first rewrite the chain rule (Eq. (6)) to include chemi-
cal constituents and then look at the analog to Eq.
(7), which becomes

0A _2(2 —lT'pk+Y;7Ak (13)

2
9B, B B,

That is, Eq. (13) provides the means for us to
assess the relative amount that the overall develop-
mental index, A, would be abetted by an increase of
chemical constituent k in compartment p.

Looked at another way, for any given taxon, p,
we can compare the relative contributions to whole
system development made by increasing each of the
chemical constituents in turn. As with Eq. (7), it
happens that the system is most sensitive to the
constituent in p with the slowest turnover rate
(longest turnover time). It is a rather easy proposition
to show that for any particular taxon, the constituent
with the slowest turnover is identical to that which is
‘presented’ to that taxon in least relative proportion.

Eq. (13), then, can be applied to any compart-
ment, p, of an ecosystem to identify which chemical
constituent, k, is limiting to p in the sense of Liebig
(1840). ‘Liebig’s law’ retains a high profile in ecol-
ogy. It was derived in what might be called heuristic
or ad-hoc fashion, and has come to us almost un-
changed over the last century and a half. We now see
how Liebig’s law appears as a corollary to a more
encompassing theory of whole system development.

There are not many ecosystems that have been
quantified to an extent that Eq. (13) can be applied to

their constituent nutrient networks. An exception is
Chesapeake Bay, for which Baird et al. (1995) have
estimated the parallel flows of carbon and nitrogen
among the 36 major compartments of the ecosystem
in the mesohaline reach of the Bay. To illustrate the
use of Eq. (13), we have aggregated the data of
Baird et al., that pertain to the planktonic ecosystem
according to the scheme suggested by Fasham (1985).
The flows of carbon in mgm~2d~' are presented in
Fig. 1a, while the corresponding transfers of nitrogen
appear in Fig. 1b. For the sake of simplicity, all
transfers out of the various members of the plank-
tonic system have been aggregated into a single
export out of that box.

The results of Eq. (13) are given in Table 1 in
d~!. Not unexpectedly, one sees that the contribu-
tions to the system ascendency due to changes in
nitrogen stocks is larger than the corresponding con-
tributions by carbon in all six living compartments.
(The sensitivities of the non-living dissolved nutri-
ents are identically zero, because the biomasses of all
nonliving components were chosen according to Eq.
(10) so as to avoid undue bias by large detrital
pools.)

Of course, one could have applied Liebig’s princi-
ple directly to the data on C and N and have come to
the identical conclusion that nitrogen is stoichio-
metrically less abundant to each compartment. Should
one wish to know which input of nitrogen is control-
ling each taxon, however, Liebig’s law provides no
clue. We are left to assume that if an element is
limiting to a compartment, then the source of the
largest input of that limiting element should be the
controlling flow. In the absence of any guidance to
the contrary, this seems like a good assumption.

The theory of ascendency, however, provides us
with further indications as to which flows might be
controlling. Thus far, we have used only part of the
information on sensitivities provided by Eq. (6). In
addition to the sensitivities of ascendency to stocks,
one also may calculate the contributions made to the
overall functioning of the system by each individual
flow. The counterpart to Eq. (13) in terms of flows
works out to be

dA T,,.B,B,
= log| —= . (14)

aT, T...B, B,

xy:
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That is, if z was determined by Eq. (13) to be the
element that limits compartment y, then the source x
of z to y that yields the largest value of Eq. (14)

( a) 162.5
4,
Omnivorous
Zooplankton
1975
3
& ’
627 [\=
»
687.5 124
1. -——9— 3.
1430 Phytoplankton o Camivores 30.9
3480 1270
%

3.
\ Camivores 16

-
1 | 0.8
& 5V

200.9 0.4

2.
Plankto-Bacteria
78.0

Table |
Sensitivities of system ascendency to changes in stocks of C and
N in each living compartment (all figures in d~')

Compartment Carbon Nitrogen
Phytoplankton -0.237 0.156
Plankto-bacteria -1.970 -1.070
Carnivores -0.196 0.342
Omnivorous zooplankton -1.980 -0.708
Protozoa -3.730 -1.380
Detritus and bacteria 0.306 0.324

will identify the controlling flow in the extended
sense of Liebig.

Most of the time the controlling source of a
limiting element to a compartment is indeed the
largest contributor. Such is the case in our simple
example for the phytoplankton, plankto-bacteria, car-
nivores and protozoa. The zooplankton and bacteria,
however, each are more sensitive to contributions of
nitrogen from the protozoa than they are to their
largest sources of N, the phytoplankton.

Study of Eq. (14) reveals that the controlling
inflow of limiting nutrient depletes its donor pool at
the fastest relative rate. For example, one sees in Fig.
1b that the phytoplankton are contributing 15.8 mg N
m~? d! to the omnivorous zooplankton from a
stock of 609 mg N m~2. The latter are depleting the
stock of the phytoplankton at a rate of 2.6% per
diem. The protozoa contribute a lesser amount (4.7
mg N m~% d~') than do the phytoplankton to the
omnivorous zooplankton. That contribution, how-
ever, is siphoning the protozoan stocks (41.5 mg N
m~?) at the rate of 11.3% per diem, Ascendency
analysis, therefore, identifies the protozoa as the
limiting donor of nitrogen to the omnivorous zoo-
plankton. On hindsight, this conclusion accords well
with the sense of Liebig. All other things being

Fig. 1. Annually-averaged flows of (a) carbon and (b) nitrogen
among the major components of the planktonic ecosystem of
mesohaline Chesapeake Bay. Flows associated with arrows are in
mg m~2 d~'. Numbers inside the boxes are in mg m~ 2. Arrows
not originating from a box represent imports to the system. Those
not terminating in a box depict all transfers out of the plankton.
After Baird et al. (1995).
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equal, the zooplankton should encounter difficulties
extracting N from the protozoa well before they
begin to exhaust their larger source of that limiting
element from the phytoplankton.

Interestingly enough, when the earlier, flows-only
analog to Eq. (14) was used to calculate the sensitivi-
ties of the overall ascendency to changes in individ-
ual system flows, the results were qualitatively iden-
tical to those just described. That is, in case of the
phytoplankton, plankto-bacteria, carnivores and pro-
tozoa, system ascendency was most sensitive to
changes in the largest nitrogen input in each case.
With the zooplankton and bacteria, however, flow
ascendency was more sensitive to nitrogen inputs
from the protozoa, rather than from the largest con-
tributor of N, the phytoplankton. It is unclear whether
or not this correspondence is accidental. Most likely,
further investigations with other systems will un-
cover instances where the inclusion of biomass makes
a qualitative difference. When such discrepancy is
discovered, however, heuristics will favor the results
from the analysis that includes biomasses. It would
have been exceedingly difficult, if not impossible, to
convince the reader on the basis of a flow-only
analysis that nitrogen from protozoa rather than from
phytoplankton is controlling the dynamics of zoo-
plankton and bacteria. Given the familiarity of most
ecologists with the Liebig-type analysis, however, an
extension of that tradition is likely to appear quite
plausible. Of course, it remains to see whether an
empirical test of any discrepancy will confirm our
intuition.

8. Concluding remarks

The concept of the ecosystem as a complicated
machine and the directionality exhibited by succes-
sion seem highly incompatible. Without speculating
further on the nature of any nonmechanical behavior
by ecosystems, it would seem judicious to pursue a
probabilistic treatment of ecosystem kinetics and dy-
namics. In following this line of inquiry, one discov-
ers that the interactions of transfer probabilities upon
each other is captured quite naturally by an informa-
tion index, the system ascendency. Fortunately, the
increase of ascendency is commensurate with several
of the trends that characterize ecological succession.

These include more species richness, greater internal-
ization of resources and finer trophic specialization.

Some of the indicators of succession pertain to the
contents of ecosystem compartments, e.g., the in-
creases in body size (Odum, 1969). Addressing these
trends was difficult using the original ascendency,
predicated as it was solely upon trophic flows. It
now appears, however, that biomasses can be incor-
porated into the definition of ascendency in a way
that is consistent with the requirements of probability
theory. Furthermore, the new index reduces to the
original ascendency under limiting conditions. In-
creases in the biomass-inclusive ascendency are fos-
tered by increases in the turnover times of some of
the living components. Because population turnover
times correlate positively in allometric fashion with
body size (Calder, 1985), the augmented ascendency
principle now also describes succession in terms of
population and organismic parameters: The appear-
ance of populations consisting of larger individuals
with slower turnover rates is conducive to a higher
system ascendency.

Further corroboration of increasing ascendency as
a description of natural ecosystem dynamics occurs
when one calculates the sensitivities of the ascenden-
cies with respect to component system stocks and
flows. Through this exercise one comes to identify
the rate-limiting or controlling nutrient as the one
which increases the ascendency most in response to
a unit increment in those particular elements. The
limiting substances thus defined are identical to those
predicted by the application of Liebig’s law of the
minimum. That is, the principle of increasing ascen-
dency subsumes Liebig’s law in a wholly consistent
manner.

In addition, the ascendency principle appears to
predict which of the particular donors of a limiting
element should be most important. With such predic-
tion theoretical ecology is beginning to come of age.
For the objective of theoretical pursuits is to formu-
late overarching quantitative maxims that can be
resolved in particular situations to prescribe behavior
that heretofore would have remained unknown or
mysterious. If it could be demonstrated experimen-
tally that the controlling inputs to a population are
those to which the system ascendency is most sensi-
tive, then a new and possibly nonmechanical per-
spective upon ecosystem dynamics would open to us.



10 R.E. Ulanowicz, L.G. Abarca-Arenas / Ecological Modelling 95 (1997) 1-10

Such confirmation could prompt ecologists to take
seriously the non-Newtonian description of the
world-at-large.
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